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Abstract   This paper analyzes the factors influencing the selection of supercomputing 

resources. Using the results of a survey targeting supercomputing resources in the public 

sector, a resource selection model was presented through logistic regression and principal 

component analysis methods. As a result of the analysis, it was confirmed that affiliation, 

purpose of use, size of research funding, possession of a supercomputer, and whether 

specialized services are needed have a significant impact on resource selection. In the 

future, we expect that the results of this study will be used in various ways to manage 

demand for supercomputing resources. 
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I. Introduction 

  
Supercomputing resources are public goods that are closely related to national 

scientific and technological capabilities. As various applications using AI are 

commercialized, large-scale calculations with big data have become essential in 

most industries. From AI-based government administrative systems to public 

life services such as transportation, finance, shopping, and media, etc. continue 

to emerge (Gill, 2022; Shankar, 2022; Arora, 2021). In the near future, similar 
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to the electricity that is irreplaceable in our daily lives, supercomputing 

resources will become a critical resource needed 24 hours a day in all industries. 

However, supercomputing resources are limited. In particular, public sector 

research relies on state-run supercomputing resources because it is unavailable 

to use resources owned by private companies. Therefore, the government’s 

perspective, the distribution of these resources and demand management have 

become very important to increase national competitiveness. 

A supercomputer is a type of computer that quickly and accurately calculates 

large-scale, complex computational tasks using high-performance computing 

resources. Recently, 500 computers announced based on performance by 

“TOP500,” a world supercomputer rankin site, are considered supercomputers. 

Many countries are making efforts to secure supercomputing resources. New 

resources enter the ranking every year, and all countries in the top 10 appear to 

have more than 10 supercomputers. In other words, many countries have a large 

number of supercomputer resources, and as a result, the importance of resource 

management is increasing along with the expansion of resources (Shim, 2023). 

When starting to operate multiple public sector supercomputing resources, the 

distribution of demand between existing resources and newly built resources is 

very important. From a national perspective, reducing the surplus time of 

resources and increasing the utilization rate is the basis for increasing 

technological competitiveness and fostering industry. In order to optimally 

distribute demand, it is necessary to identify trends in what types of resources 

users want to select. For this trend, it is needed to find out the factors that 

influence the selection. Since it is difficult to survey all users who plan to use 

resources in the future, a statistical estimation process using samples must be 

conducted. Therefore, this paper surveyed existing users of public sector 

supercomputing resources in South Korea to estimate the factors affecting 

resource selection and the size of the influence.  

 

 

II. Introduction 

  
To date, many studies have been conducted to discover factors affecting 

people's behavioral choices and to predict the future or suggest implications. In 

addition, these behaviors and phenomena are modeled, and the coefficients of 

the model are estimated using various statistical methods to analyze the 

quantitative size of the influence of each factor. The major studies related to this 

are as follows. Rozell (1999) used a path analysis of longitudinal data collected 

from 75 manufacturing employees participating in a computer training course, 

to test a model of the intrapersonal processes impacting computer-related 

performance. Gender, computer experience, and attributional style were found 
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to be predictive of computer attitudes, which were in turn related to computer 

efficacy, task-specific performance expectations, and post-performance anxiety 

(Rozell, 1999). Amron (2019) aims to review and identify the relevant factors 

that influence the acceptance of CC(Cloud Computing) implementation in the 

organization. It reviewed 55 articles related to CC implementation, and a total 

of 21 factors have been obtained through several processes. These factors were 

arranged according to the frequency based on the thematic analysis method 

(Amron, 2019). Lin (2017) examines the impact of GDP per capita (gross 

domestic product), energy intensity (EI), carbon intensity (CI), and total 

population on carbon dioxide emissions in China’s transport industry 

using quantile analysis from 1980 to 2010. In this study, having confirmed 

stationarity and that there exists a long-term relationship among our variables 

(carbon emission, gross domestic product, energy intensity, carbon intensity, 

and urbanization), we checked which variable(s) has a greater impact on carbon 

emission on different quantiles (Lin, 2017). Wen (2020) establishes a model for 

the factors affecting the acceptance of online education platforms among college 

students based on the theory of planned behavior (TPB) and puts forward several 

hypotheses on the influence of multiple factors on acceptance. Then, a scientific 

questionnaire was designed and distributed online to college students. The 

survey data were subject to descriptive analysis and correlation analysis(Wen, 

2020). Sisman (2022) aims to determine the potential influencing factors of 

housing prices through applying global regression models including Ordinary 

Least Squares (OLS), Spatial Lag Model (SLM), and Spatial Error Model (SEM) 

and examine their geographic variation by local regression approaches such 
as Geographically Weighted Regression (GWR) and Multiscale 
Geographically  

Weighted Regression (MGWR). Pendik district of Istanbul (Turkey) was 

selected as the study are. Souza(2018) intends to identify the main factors that 

influence the durability of adhesive ceramic external wall claddings, developing 

models to predict their service life that involve these variables. The service life 

prediction models proposed in this study are defined based on simple and 

multiple regression analysis, both linear and nonlinear. The proposed models are 

defined based on the evaluation of the degradation condition of 96 ceramic 

claddings of residential buildings in Brasília (Souza, 2018).   

Looking at previous research, research to find factors that influence people’s 

decision-making continues to be conducted in many fields. They used various 

methodologies, including surveys, path analysis, and regression analysis, to 

discover influential factors that do not appear on the surface, not only in 

computer science, but also in education, economics, and architecture. We aim to 

derive factors that influence the selection of supercomputing computational 

resources that have not been addressed so far in the supercomputing field. PCA 

was used as a new model improvement tool derived through logistic regression 

https://www.sciencedirect.com/topics/earth-and-planetary-sciences/carbon-dioxide-emission
https://www.sciencedirect.com/topics/earth-and-planetary-sciences/quantile
https://www.sciencedirect.com/topics/earth-and-planetary-sciences/geographical-variation
https://www.sciencedirect.com/topics/earth-and-planetary-sciences/geographically-weighted-regression
https://www.sciencedirect.com/topics/engineering/service-life-prediction
https://www.sciencedirect.com/topics/engineering/service-life-prediction
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analysis. It would be used as an important reference to manage demand for 

supercomputing resources.  

This paper consists of a total of 5 chapters. In Chapters 1 and 2, the academic 

value of this study is derived through the background of the study and analysis 

of previous research. Chapter 3 describes the research procedures and data. 

Chapter 4 presents the analysis process and results for deriving influencing 

factors, and Chapter 5 summarizes the results and presents the limitations and 

plans of the study. 

 

 

Ⅲ. Research procedures and data 

  
The procedure for analyzing factors affecting supercomputer resource 

selection is shown in Fig 1. We survey to obtain data and use it to perform 

logistic regression analysis. Through this, model suitability is confirmed and a 

regression model is derived using variables that have a significant impact. Next, 

the most critical step is to derive the appropriateness of variable selection and 

improvement factors through principal component analysis. Finally, we re-run 

the regression analysis on the improved model and examine whether it has 

improved. 

 

 

Figure 1. Flowchart 
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The selection process for these items is explained in detail as follows. First, it 

was divided into two areas: users and resource providers. User survey items are 

the basic unique characteristics of resource use and respond to the purpose of 

use, field of use, etc. Resource provider items included specialized services that 

users could select according to their preferences. Next, survey items were added 

using the operation plan submitted by the supercomputing center to the 

government. Lastly, to supplement the items, a review of the items was 

conducted targeting existing supercomputer users.  

The survey was conducted on users with experience using supercomputers. A 

total of 200 people were surveyed, and an online survey was conducted. 

The survey items were selected as 7 items that were judged to have an impact 

on users’ resource selection and an item of results of resource selection. 

Affiliation, field of use, purpose of use, size of research funding, possession of 

a supercomputer, recognition of field-specific resources, and need for 

specialized services are presented. Respondents must select one of two options 

for each item. The model for logistic regression analysis is shown in equation 

(1). 𝑥𝑛 and 𝑦 represent independent and dependent variables, 𝛼 is a constant, 

and 𝛽 is a coefficient.  

 

y = 𝛼 + 𝛽𝑎𝑥𝑎 +⋯+ 𝛽𝑓𝑥𝑓                    (1) 

 

The criteria and basis for variable selection were based on existing research 

results. Shim (2023) selected variables that could reflect the characteristics of 

the supercomputer ecosystem consisting of national centers and specialized 

centers by referring to the government's operating guidelines and annual 

operating plans. The selection results and detailed description of the variables 

are as follows. First, 𝑎 refers to the user’s affiliation. They choose between 

private companies and public institutions, and through this, it will be verified 

which resources they prefer depending on the type of affiliation. 𝑏 is a variable 

that indicates whether the field to be used is included in the core field 

(autonomous driving, weather, disaster, etc.) or not, and the demand for the core 

field can be used to make the political priority of the investing field. 𝑐 indicates 

the purpose of use and, 𝑑 is the size of the research fund supported to use the 

resource. It intended to see the characteristic that the larger the research fund, 

the less affected by the usage fee. 𝑒 was selected to see the tendency to use 

national resources despite having a supercomputer, and 𝑓 indicates whether the 

different types of resources (herein referred to as specialized center) are known 

or not. It gives the user computing service by field (specialized service). Lastly, 

𝑔 refers to the use of customized services specialized in the research field. ℎ 

indicates resources a user can select. National resources represent established 

supercomputers; special resources represent the resources that provide 

specialized service by fields and introduced newly. Seven variables, including 
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affiliation, field of use, purpose of use, size of research funding, possession of a 

supercomputer, and recognition of a specialized center, were used as 

independent variables, and the final eighth user resource was used as a 

dependent variable. The survey results were coded as shown in Table 1. 

 
Table 1. Data and Code 

 
Code 

𝟎 𝟏 

Independent 
Variables 

𝒂 Affiliation Private Public 

𝒃 Field Core Others 

𝒄 Purpose Public R&D Private R&D 

𝒅 Fund Size Under $10,000 Over $10,000 

𝒆 
Supercomputer 

Possession 
X O 

𝒇 
Recognition of 

Resources 
X O 

𝒈 Specialized Service X O 

Dependent 
Variables 

𝒉 Selection 
National 
Resource 

Specialized 
Resource 

Source: The authors 

 

 

Ⅳ. Analysis Result 

  
The coefficient estimation results are shown in Table 2. First, looking at the 

p-value, it was determined that the variables 𝑎, 𝑏, and 𝑓 were not significant 

at the 5% significance level. Next, looking at the signs of the coefficients for 

significant variables, 𝑐, 𝑑, and g show positive signs, and e shows a negative 

sign. To interpret this, in the case of 𝑐, the closer the purpose of the use is to 

private R&D, the higher the tendency to select a specialized resource, while in 

the case of 𝑑 , the larger the research budget, the more inclined to select a 

specialized resource. The more specialized services 𝑔 are needed, the more 

specialized resources they choose. On the other hand, in the case of 𝑒, if you do 

not have a supercomputer, you tend to choose a specialized resource. 
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Table 2. Regression analysis results 

 B S.E, Wald p-value 

𝒂 -.704 .460 2.347 .126 

𝒃 -.622 .505 1.513 .219 

𝒄 2.561 .702 13.290  .000 

𝒅  1.779 .572 9.671 .002 

𝒆 -2.370 .614 14.885 .000 

𝒇  .639 .455 1.974 .160 

𝒈 2.608 .481 29.380 .000 

constant -1.658 .523 10.036 .002 

Source: The authors, Summary of statistical analysis results 

 

This can be expressed as a regression model as equation (2). 

 
    𝑦𝑔 = −1.658 + 0.704𝑥𝑎 − 0.622𝑥𝑏 + 2.561𝑥𝑐 + 1.779𝑥𝑑 − 2.37𝑥𝑒 + 0.639𝑥𝑓 +

2.608𝑥𝑔  (2)                                                

 

The results of re-performing the regression analysis excluding statistically 

insignificant variables are shown in Tables 3 and 4. The results of the model fit 

are shown in Table 3. The explanatory power was found to be 24.8% and 34.1%, 

respectively, through Cox and Snell’s R2 and Nagelkerke R2 values. 

 
Table 3. Model fit 

Cox and Snell’s R2 Nagelkerke R2 

.248 .341 

 

All variables were significant at the 5% significance level, and the coefficient 

values were confirmed to have decreased somewhat overall. 

 
Table 4. Regression analysis results 

 B S.E, Wald p-value 

𝒄 1.870 .560 11.152 .001 

𝒅 1.560 .524 8.870 .003 

𝒆 -2.209 .523 17.856 .000 

𝒈 2.263 .382 35.086 .000 

constant -1.278 .430 8.818 .003 

Source: The authors, Summary of statistical analysis results 
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PCA was additionally performed to confirm the appropriateness of the 

regression model derived from the regression analysis. PCA uses the statistical 

properties of the data mean value, data standard deviation value, and covariance 

of data in each dimension of data set elements. When a data set of related 

variables is observed, a new method that reflects the original information 

contained in the variables as much as possible is used. This is a method of 

creating sets of variables. Therefore, using the component matrix derived 

through this analysis, we review whether the selection of the excluded variables 

and the variables included in the current regression model is appropriate, 

considering significance. To explain in detail, if the correlation with other 

variables in the component matrix is low and classified as a set with separate 

components, that variable can be judged to have an independent effect on 

resource selection and is therefore included in the regression model even if its 

significance is low. It has to be. Conversely, if multiple variables are grouped 

into one component, the set of variables with that correlation can be reduced to 

a single dimension. PCA is conducted in the following steps: KMO (Kaiser-

Meyer-Olkin) and Bartlett’s tests, confirmation of commonalities, total variance, 

and component matrix analysis (Liu, 2033; Mansfield, 1977). First, Table 5 

shows the test results of KMO and Bartlett. KMO indicates the appropriateness 

of variable selection, and Bartlett indicates the appropriateness of the model. 

The KMO was 0.708, which is greater than 0.5, and the Bartlett test also showed 

that the significance probability was less than 5%, so the data and model can be 

judged to be at an appropriate level. 

 
Table 5. KMO and Bartlett test 

 Value 

KMO .708 

Bartlett 
Chi-square(Approximate) 301.270 

p-value .000 

Source: The authors, Summary of statistical analysis results 

 

According to Table 6, it is divided into four components, and these factors 

have an explanatory power of approximately 79.3% of the total variance. 

 
Table 6. The Eigenvalue, % of variance and coefficients for each principal component 

Component Eigenvalue % of variance % of cumulative variance 

1 1.540 22.001 22.001 

2 1.481 21.158 43.160 

3 1.404 20.061 63.221 

4 1.125 16.077 79.298 

Source: The authors, Summary of statistical analysis results 
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The component matrix consisting of a total of 4 components is shown in Table 

7. Through factor loading, component 1 can be grouped into 𝑔, 𝑓 , and 𝑏, 

component 2 into 𝑑, component 3 into 𝑐, 𝑒, and component 4 into 𝑎. 

 
Table 7. Rotated component matrix (varimax) 

 
Component 

1 2 3 4 

𝒈 .856 -.011 -.083 .340 

𝒇 .693 -.018 .516 -.192 

𝒃 .523 .363 .310 .264 

𝒅 -.027 -.921 .082 .012 

𝒄 .049 .395 .753 .290 

𝒆 .110 .068 .887 .223 

𝒂 .197 .111 .193 .877 

Source: The authors, Summary of statistical analysis results 

 

Through the PCA results, variable 𝑎 represents an independent component 

and should be added to the model even if its significance is low. Therefore, the 

logistic regression analysis was performed again by adding variable 𝑎. As a 

result of the analysis, it can be seen that the model fit is 25.9% and 35.5%, 

respectively, which is a slight increase compared to the previous model. 

 
Table 8. Model fit 

Cox and Snell’s R2 Nagelkerke R2 

.259 .355 

Source: The authors, Summary of statistical analysis results 

 

The regression analysis results are shown in Table 9, and the improved 

regression model is shown in equation (3). The sign of the coefficient did not 

change, and it was confirmed that the overall value became smaller. The 

coefficient of 𝑎 showed a value of -0.716, indicating a tendency to select the 

specialized resource if it is a private institution. 
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Table 9. Regression analysis results 

 B S.E, Wald p-value 

𝒂 -.716 .447 2.569 .109 

𝒄 2.095 .598 12.276 .000 

𝒅 1.615 .541 8.892 .003 

𝒆 -2.057 .534 14.846 .000 

𝒈 2.520 .428 34.732 .000 

constant -1.318 .458 8.278 .004 

Source: The authors, Summary of statistical analysis results 

 

𝑦𝑔 = −1.318𝑥𝑎 + 2.095𝑥𝑐 + 1.615𝑥𝑑 − 2.057𝑥𝑒 + 2.520𝑥𝑔         (3) 

 

 

Ⅴ. Conclusion 

  
To manage demand for efficient use of public sector supercomputer resources, 

factors affecting resource selection were analyzed. As a result of the analysis, it 

was confirmed that affiliation, purpose of use, size of research funding, 

possession of a supercomputer, and whether specialized services are needed 

have a significant impact on resource selection. As the number of national 

supercomputer resources operated increases, it is very important to analyze the 

factors that influence users’ resource selection. As there is not much research 

related to this, it is believed that the results of this paper can be used as a 

reference to establish effective resource plans in various countries that are 

expanding their resources. The limitation is that the survey subjects targeted 

existing users who had used supercomputers, so it did not reflect the preferences 

of new users. Therefore, in order to compensate for this limitation in the future, 

we plan to reanalyze it including prospective users who want to use the resource. 
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