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ABSTRACT

Many studies have been done on the integral imaging pickup whose objective is to get efficiently elemental images from a lens 

array with respect to three-dimensional (3D) objects. In the integral imaging pickup process, it is necessary to render an elemental 

image from each elemental lens in a lens array for 3D objects, and then to combine them into one total image. The multiple 

viewpoint rendering (MVR) is one of various methods for integral imaging pickup. This method, however, has the computing and 

rendering time problem for obtaining element images from a lot of elemental lens. In order to solve the problems, in this paper, we 

propose a parallel MVR (PMVR) method to generate elemental images in a parallel through distribution of elemental lenses into 

multiple threads simultaneously. As a result, the computation time of integral imaging using PMVR is reduced significantly rather 

than a sequential approach and then we showed that the PMVR is very useful.
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1. INTRODUCTION

 The most of three-dimensional (3D) visualization systems are 

rendering 3D objects into two-dimensional (2D) images 

through 3D graphics pipelines with information of a specific 

camera and 3D objects. To overcome 2D limitation, the 

stereoscopic display, which is similar to human visual 

mechanism, has been used to get the effect of 3D visualization. 
Due to the use of special glasses in the stereoscopic display, 

many researchers have studied about auto-stereoscopic display 

which does not require any special glasses for viewing 3D 

images. Integral imaging, which was first proposed by 

Lippmann [1], is one of the auto-stereoscopic 3D display 

techniques. Integral imaging system stores 3D information of 

the objects into a set of elemental images using a lens array, 

and then displays 3D images by integrating them through the 

lens array again.  The system can be divided into pickup part 
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which captures the elemental images of the 3D object, and 

visualization part which integrates the elemental images into 

the 3D images [1]. The pickup part is performed using optical 

system to capture the elemental images of the real existing 3D

objects. For the computer generated 3D objects, however, the 

pickup process can be performed computationally without real 
optical system. This computational pickup draws much 

attention recently, due to its versatility in dealing with 3D 

information of the computer generated objects. Several 

methods for the computational pickup have been proposed[2-

10]. Most famous methods of them are point retracing 
rendering (PRR) [2], parallel group rendering(PGR) [3],

viewpoint vector rendering(VVR) [4], and multi view point 

rendering (MVR) [5]. PRR is a simple method which draws the 

set of elemental images into the display image point by point, 

however, it is unsuitable to use the method for real-time 

rendering due to the heavy computation time. PGR uses the 

viewing characteristics of the focused mode where each 

elemental lens appears as a pixel to the observer. In PGR, a set 

of elemental images is obtained from the imaginary scenes 

observed in a certain direction and are named directional scenes. 

The number of directional scenes is the same as that of the 
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display pixels in the elemental-lens area, and the directions 

correspond to the vectors from each display pixel to the center 

of the corresponding elemental lens. Therefore, the elemental

image generation is faster and less affected by the numbers of 

elemental lenses and 3D object polygons. MVR is a method 

which applies the traditional graphics pipeline process to do a 

real pickup process. Specially, in MVR, each elemental image 

is captured by a virtual camera, which is provided by advanced 

computer programming tools such as OpenGL graphics library

[11]. The merits of MVR are simplicity and accuracy of 

elemental-image generation. In MVR, the speed of image 

mapping is not influenced by the size of the integrated image, 

but is still predominantly affected by the numbers of elemental 

lenses and object polygons that determine the image quality of 

the 3D object. Owing to these limitations, MVR is not desirable 

for a real-time complex computer-graphics rendering system.

These methods including PRR, PGR, VVR and MVR have 

been upgraded within aspect to both of computation time and 

integral imaging quality [6-10]. In this paper, we propose a 

novel computational pickup method, parallel multi view point 

rendering (PMVR), to enhance the computation time of the 
elemental images by using multiple threads.

Section 2 describes the rendering method of previous MVR

and its problem. The design and implementation method of 

PMVR will be illustrated in Section 3. Section 4 shows the 

implementation results of the proposed method, and finally, the 

results of this paper are summarized and future research 
directions will be presented.

2. MVR OF INTEGRAL IMAGING

Integral imaging is the method which generates a set of 

elemental images with respect to 3D objects from a specific 

viewing camera inside any elemental lens in a lens array [4]. 

Fig. 1.  The conceptual model of integral imaging

As shown in Figure 1, there are 3D objects and a lens array 

in integral imaging system. Lenses in the lens array are 

arranged in the type of square grid in the three dimensional 

(3D) space. Assume that there are N´N lenses in a lens array. 

Let lij be a lens located ith row and jth column of the lens array. 

In integral imaging, there is a perspective camera which is 

located at the center of each lens. In general, the perspective 
camera has fovy, aspect ratio, near and far planes. Prior to 

compute the fovy information, we have to decide the location 

of displayer on which integral imaging will be rendered. Let g

be gap between a given lens array and displayer. To obtain the 

g, we give two parameters, f and Zcdp. Here f means the focal 

length of the lens and Zcdp does the distance from lens to 

virtual 3D objects. In integral imaging system, Zcdp is typically 

designated as a value from 2f to 5f [1]. With these three 

parameters, f, Zcdp and g, the following equation (Eqn 1) can 

be obtained [1]:

  ----------------------(Eqn 1)

From Equation (Eqn 1), g can be calculated as the following 

eEquation (Eqn 2).

-------------------------(Eqn 2)

The location of displayer will be set according to the 

calculated g distance away from the location of a lens array as 
illustrated in Fig.1. A specific lens in lens array is mapped into 

the region on displayer by doing orthogonal projection from the 

lens to displayer. We can obtain two vectors V1 and V2, which 

are formed by connecting the center of the lens and two 

boundary points in one side of the corresponding region on 

displayer, respectively. With these two vectors, the fovy 

designated at camera of the lens can be calculated by using 

Equations equations (Eqn 3) and (Eqn 4).

  --------------------(Eqn 

3)

  -----------------------(Eqn 4)

As described above, we can set single virtual camera at the 

center of each lens in a lens array. All virtual cameras will be 

stored into an array of the same size as the lens array. Clearly, 

if a lens array has N´N size, there are N´N virtual cameras in 

the lens array. Each virtual camera stored at each element of 

the array will feature the same as general perspective camera 

which have the following parameters: position, fovy, aspect 

ratio, which defined as the ratio of horizontal size over vertical

size of the corresponding region on displayer, and visible depth 
range. From the facts, generating an elemental image with 

respect to 3D objects is to render 3D objects from the 

corresponding single viewer in MVR, which can be 

transformed into the rendering one from the perspective camera 

with the computed parameters. Therefore, after we generate the 
single elemental image sequentially N2 times, elemental image

for a lens array with N´N size can be obtained by combining 

these single images. The MVR method described until now is 

as follows:

Step 1: Compute the parameters(position, fovy, aspect ratio, 

visible depth range) for all perspective virtual

cameras in a N´N lens array.

For (i = 0 ; i < N ; i + + ) {

For ( j = 0 ; j < N ; j + + ) {

서식 있음: 글꼴: 기울임꼴 없음

서식 있음: 글꼴: 기울임꼴 없음

서식 있음: 글꼴: 기울임꼴 없음

서식 있음: 글꼴: 기울임꼴 없음

서식 있음: 글꼴: 기울임꼴 없음

서식 있음: 글꼴: 기울임꼴 없음

서식 있음: 글꼴: 기울임꼴 없음

서식 있음: 글꼴: 기울임꼴 없음
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Step 2: specify each perspective virtual camera 

corresponding to single (i, j)-element lens in the 

NxN lens array with the calculated parameters.

Step 3: generating single element image, EI[i, j], by 

rendering 3D objects from the perspective 

virtual camera.

}

}

Step 4: Obtain the final elemental image, FEI, by combining 

all EI[i,j]’s.

Now, consider how the method can be implemented by using 

general graphics library, OpenGL [11]. Since the MVR method 

can be directly implemented by performing rendering pipeline 

with respect to every perspective camera with the parameters, 

those are, fovy, aspect ratio, and depth range, it is very easily

done by using two OpenGL functions, glViewport and 

glPerspective.  Clearly, if O(RT) is the rendering time for 

given 3D objects from single camera, the total rendering time 

for generating the final elemental image is O(N2 RT) time.

3. PARALLEL MVR OF INTEGRAL IMAGING

Due to the sequential processing of MVR, the computation 

time increases in proportion to the number of elemental lenses

so that rendering of the final elemental images is done 
inefficiently. In this section, we propose a parallel multi 

viewpoint rendering (PMVR) method in which the rendering 

will be performed in a parallel simultaneously through 

distribution of elemental lenses into multiple threads as shown 

in Figure 2.

Fig. 2. The process of PMVR using threads

In general, the input data for integral imaging are given from 

users to generate the final elemental images. The input data 

include the number of elemental lenses, types of lens, pitch size 

of a lens, focal length, ZCDP, and etc. Assume that N threads are 

created for a NxN lens array. Clearly, the N lenses of them will 

be uniformly distributed into single thread, and then each 

thread will be in charge of the rendering of N elemental images.

In order to do it, first of all, each thread computes the related all 

parameters for perspective cameras such as position, fovy, and 

aspect ratio to the N lenses, and then will generate the 
corresponding N elemental images. Figure 2 is illustrating the 

details. The final elemental image will be gotten by combining 

the elemental images created by each thread. The following

method describes procedure for processing work assigned at ith 

thread:

Step 1: Compute the parameters(position, fovy, aspect ratio, 

visible depth range) for N perspective virtual

cameras in ith row of a NxN lens array.

For ( j = 0 ; j < N ; j + + ) {

Step 2: specify each perspective virtual camera 

corresponding to single (i, j)-element lens in the 

NxN lens array with the calculated parameters.

Step 3: generating single element image, EI[i, j], by 

rendering 3D objects from the perspective 

virtual camera.

}

Step 4: Obtain the elemental image E[i] by combining N 

EI[i,j]’s, j=1,.., N.

Using the above method, the final elemental images, FEI, 

will be obtained by combining N elemental images, E[i], 

i=0,…,N.

4. EXPERIMENTAL RESULTS

The proposed PMVR has been implemented by MS Visual 

Studio 2008, OpenGL, and glut on Windows Server Standard 
2008 PC of Intel Core2 Quad CPU 2.4 GHz and 3.00GB RAM.

In this paper, a 3D human model, which is composed of 3983 

vertices, 21372 edges and 7124 polygons, is used for testing 

integral imaging pickup by the proposed PMVR. For given 

10x10 lens array, Figure 3 shows integral imaging generated by 
using PMVR with respect to the 3D human model.

Fig. 3. An integral imaging obtained from 10x10 lens array for 

a 3D human model.

Figure 4 shows the rendering time of MVR method according 

to an increase of elemental lens. When the number of elemental 

lens is N´N and the rendering time from single perspective 

camera is T, the rendering time is O(N2T) because that single 

view rendering is called N´N times. Figure 5 shows the 

rendering time of PMVR versus the number of elemental lens 

when N threads are used for NxN lens array. N threads do not 

perform NxN rendering operators in a sequence, but perform 

the tasks simultaneously after dividing given work into proper 

smaller tasks. Through doing these multitasks as mentioned 

above, the rendering time of PMVR was enhanced rather than 

traditional MVR as shown in Figure 5.
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Fig. 4. The rendering time of MVR versus the number of 
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Fig. 5. The rendering time of PMVR versus the number of 

elemental lens

5. CONCLUDING REMARKS

In this paper, we consider the problem for processing integral 

elemental imaging in a real-time, which is very critical to 

visualize the 3D graphics data. The known MVR algorithm can 

be used to generate elemental images of high quality, however, 

and it has a heavy load for the rendering time according to an 

increase of the number of elemental lens. In order to reduce the 

heavy rendering time, in this paper, we propose a parallel MVR 

method in which generation of elemental images can be 

performed in parallel by distributing the rendering load into 

several threads. We can check that PMVR rendering time is 
significantly smaller than MVR rendering time.

The future directions are finding parallel algorithms which 

can be applied to distributed computing environments such as 

grids.
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