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ABSTRACT

To manage large database system with video, effective video indexing and retrieval are required. A large number of video retrieval
algorithms have been presented for frame-wise user query or video content query, whereas a few video identification algorithms have
been proposed for video sequence query. In this paper, we propose an effective video identification algorithm for video sequence
query that employs the Cauchy function of histograms between successive frames and the modified Hausdorff distance. To effectively
match the video sequences with a low computational load, we make use of the key frames extracted by the cumulative Cauchy
function and compare the set of key frames using the modified Hausdorff distance. Experimental results with several color video
sequences show that the proposed algorithm for video identification yields remarkably higher performance than conventional
algorithms such as Euclidean metric, and directed divergence methods.
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1. INTRODUCTION

Advances in digital media technologies lead to ousi
techniques for indexing, retrieval, and manipulatiof
multimedia data such as image, video, audio, &, speech.
Especially, the standardization of digital videc lzccelerated
the rapid growth of digital video databases andr taficient
management has been one of the important issues.
efficiently manage and utilize digital video, var® video
indexing and retrieval algorithms have been progogelarge
number of video indexing and retrieval methods himeeised
on frame-wise query or indexing, whereas a reltiview
algorithms have been presented for video sequencghat
identification. In this paper, we propose an effiti algorithm
to index the video sequences and to identify thdewi
sequences for video sequence query.

For video indexing such as shot boundary detectinost
algorithms in the compressed domain may yield nnaigs and
false shot boundaries than those in the uncompiedsmain
[1]-[4]. A shot represents a physically temporateival by
record and stop operations of a camera. If theoviddexing
algorithm detects a lot of false or miss shot bauied, the
accuracy can be reduced, where the accuracy isedefin
terms of the numbers of correct and incorrect ¢faad miss)
detections. In this paper, to improve the accuraoyd
performance of video indexing and sequence ideatifin, we
introduce the Cauchy function as a similarity measetween
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histograms of consecutive frames, which vyields ahhi
performance compared with conventional measures.

The key frames extracted from segmented video sfamtdbe
used not only for video shot clustering but also ¥ideo
sequence matching or browsing, where the key fiiardefined
by the frame that is significantly different frorhet previous
frames. Several key frame extraction algorithmsehaeen

Teroposed, in which similar methods used for shatnioary
detection were employed with proper similarity meas. The
key frame extraction method using the set theorgleying the
semi-Hausdorff distance and key frame selectiomgusikin-
color and face detection have been also proposedn8his
paper, we propose the efficient algorithm to extkamy frames
using the cumulative Cauchy function measure andpeoenits
performance with that of conventional algorithms.

Content similarity matching for video sequence
identification can be performed by evaluating thilarity
between data sets of key frames [6]. In this pajoeimprove
the matching accuracy with the set of extracted fkemes we
employ the Cauchy function and the modified Hauddorf
distance. Experimental results with several colddew
sequences show that the proposed method yieldshitite
matching performance and accuracy with a low coatjmrtal
load compared with conventional algorithms.

The rest of the paper is organized as follows. Gunte
similarity measures for video identification areegpented in
Section 2. The proposed similarity matching usieg kames
and sequence identification algorithm is descriime8ection 3
and experimental results are shown in Section halfyi
conclusions are given in Section 5.
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2. CONTENT SIMILARITY MEASURES FOR ek D~
SEQUENCE IDENTIFICAION C(D-Q)ZZ{Z|09(1+ (%) )} ®)
t

We first review the conventional distance measimad to efficiently extract key frames, whekelenotes the number of

compare the algorithmic procedures. The commonggluideo ~ accumulated frames thean be varied depending on the criteria
identification from video sequences utilizes histog for key frame extraction. . .

comparisons, because histograms show less setysitvirame The key frames are detected if the cumulative Cauch
changes within a shot and extraction of histograims function value C(p;,q;) between the current frame and the

computationally efficient compared with the motidased previous key frame is larger than the given thrisshthe key
method§. Most common a!gorlthms using hlsFogram frames extracted within video shots can be usedonbt for
comparison [7] include Euclidean metric and dirdcte representing contents in video shots but for effidy

divergence. matching the video sequence with a very low contjnrtal
Euclidean metric: The Euclidean metric for histogram is |9ad. The cumulative Cauchy function can also beduss a
defined by \/Z(Hm(j) -H.(3)*. good measure to extract key frames.
i

The Euclidean metric is the ordinary distance betwevo 3.2. Sequence identification Using the Modified Hausdorff
points that one would measure with a ruler, angivien by the Distance

Pythagorean formula. By using this formula as distan For matching between video sequences, we employ the

Euclidean space becomes a metric space. In EquakQ(j) modified Hausdorff distance measujg]. In this paper, to

represents the histogramtt frame, and showsjth bin. efficiently evaluate the similarity between setskefy frames,
Directed divergence: The divergence measure is defined by we use the modified Hausdorff distari2¢SR) given by

the sum of directed divergences. The directed damces of D(S, R):max['r%ig{d (S} . ’rr%ié{ d's, N} 4)

histograms are expressed as

3 Haiog Healld 574 10g- B
j

H.(1) Hua()) the query sequence anR = {, ,...,r. } signifies the set of

The proposed algorithm employs the Cauchy functam  key frames for matching sequences, witandm denoting the
video identification, in which the Cauchy functiused as a  total numbers of elements in se¥sand R, respectively. To

H.(J) where S = {51- . Sn} represents the set of key frames for

similarity measure [8]. improve the matching accuracy, we employ the Cauchy
With the given histograms, the similarity can bpresented  function in Eq. (2) to compute the distance functi¢s,r).
by The process of sequence identification is showfign 1. In
N this figure, the concept for content similarity qmmation is
F(pi 'qj) = 21 f (XJ) @ represented, where key frames are first extraaiedhe query
i=

sequence and the sequence to be matched. The ftonten
where p; and (; denote the previous and current similarity between the two sequences is computethgus
proposed modified Hausdorff distance. The compantatbf
content similarity between sequences can be peeroy key
histogram difference, i.e.,Xj =p;—q;, f signifies the features with remarkably reduced complexity. If theery shot
contains Q frames and the matched shot hils frames,
similarity computation between two shots has beamputed
Q XM times. But in proposed method using the modified
£(x,) :Iog(1+ (ﬁ)z) @) Hausdorff distance with key frames the computafiona
a complexity can be reduced biK_gq x K_m, where K_q
is employed, whera is a parameter that determines the shaperepresents the number of key frames for query ahdtk_m
of a function and is determined by experimentairtgn shows the number of key frames to be matched \ddgaence.
Therefore the reduction of key frames is directethted to
computational complexity.

histogram, respectively, and(j represents thgh bin of the

Cauchy function employed. The Cauchy function repnéed
by

3. PROPOSED CONTENT SIMILARITY MATCHING

ry [P I3 r

o _ Qo oo e omo]  Vjaeo Seauence

3.1. Content Similarity based on the Key Frames Using the
Cauchy Function © * Key Frame

To retrieve video sequences, we first extract tbg fkames
using the cumulative Cauchy function and evaludte t
similarity between video sequences by employingntioelified 5 G- ) Query Video Sequence
Hausdorff distance between sets of key frames. s, S, s,

In the proposed algorithm, we use the cumulativecBy
function

Fig. 1 Process of video sequence identification
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Fig. 2. Performance comparison of video sequence
identification for varying parameter values of tbauchy
function.

In case of video contents, key feature can be cohation,
and texture of key frames, whereas audio conteats le
employed band energy ratio and signal bandwidth [10

The normalized similarity metric represents thesididarity

To extract the key frames we use two criteria. dfhbthe
cumulative Cauchy function value in Eq. (3) and @euchy
function value in Eg. (2) between the previous keyne and
the current frame are larger than threshold valihescandidate
frame is extracted as a key frame. Even thouglathamulated
Cauchy function value is larger than the threshatle, the
accumulated Cauchy function can be gradually inegas
because the Cauchy function value between the prewey
frame and the current frame may have the valuelsmilan
the threshold. To extract a key frame both conditicmust be
satisfied. Once the key frame is extracted, the utative
Cauchy function is reset to zero. If the threshaoddextract key
frames are large, the number of key frames and the
computational load can be reduced.

In the proposed method, to determine the paramateof
the Cauchy function in Eqg. (2) we first have evatdathe
performance for varying parameter values. Fig. @wshthe
ratio for several parameter values af for the ‘Animation’
sequence, where the ratio represents the accuracydeo
sequence identification.

between the two sequences. The normalized values fo The matching frames or shots can be determined by

‘Matching shots’ shows low whereas values for ‘Nuoatching

shots’ represents high. The accuracy ratio betvigkatching

shots’ and ‘Non-matching shots’ shows the dissirtjfavhere

the algorithm with a high accuracy ratio can magelquences
accurately. Simulation results of video sequeneatification

are shown in Section 4.

3.3. Sequence similarity for color video

For color video sequence identification, the exezhd
Cauchy function is employed for color histogramse Tauchy
function between color histograms is defined by

Fe(pja;) =X fy (X)) + X fu (X)) + X, (%;) ®)
where p; and q; represent the histograms of previous and

current frames, respectively, anlslj signifies the difference
between p; and q;.

The subscript¥, U, andV denote each color component of
the YUV format video. In the case of color video sequenaes
have combined the respective histograms for eaofpooent.

In Eq. (5),the Cauchy functionf (X;) is given in Eq. (2).

The video sequence identification using the modifie
Hausdorff distance for color video sequences carapyied
using Eq. (4). By using the extended Cauchy functitue,
matching accuracy can be improved.

4. SIMULATION RESULTSAND DISCUSSIONS

To show the effectiveness of the proposed algotitiva
simulate the video sequence identification usindprcaest
sequences: animation video sequence consistingnef shots
within 330 frames and real video sequence congisiin230
shots within 6,170 frames containing large motiosasd
dynamic scene changes with illumination and brighn
variation.

thresholding, and the ratio between matching shot$ non-
matching shots is related to the dissimilarity perfance of
matching methods. As shown in Fig. 2, the ratioween
‘Matching shots’ and ‘Non-matching shots’ is largs

a =32, thus parameterd is set to 32 in experiments for test
sequences.

To show the performance of video sequence ideati€in
methods we have simulated three methods with ceildeo
sequences. In experiments, we apply the cumulatiaachy
function value to the Euclidean metric and direadedcrgence
methods as well as to the proposed method. Taldbolvs
identification results of the color sequence ugimg modified
Hausdorff distance. In Table 1, query for animatigideo
consists of 14 frames and query for real video ista®of 22
frames.

Table 1. Performance comparison of video sequence
identification using the modified Hausdorff distanqa)
Animation video sequence (b) Real video sequence

(a)
Matching Non-matching Accur'acy
Methods shots &) shots B) Ratio
(B/IA)
Euclidean 0.077 0.561 7.286
Metric
Directed 0.072 0.606 8.417
Divergence
Proposed
Method 0.044 0.610 13.864
(b)
Matching Non-matching Accur'acy
Methods shots &) shots B) Ratio
(B/IA)
Euclidean 0.027 0.187 6.926
Metric
Directed 0.014 0.125 8.929
Divergence
Proposed
Method 0.027 0.369 13.667
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‘Euclidean metric’, ‘Directed Divergence’, and ‘Pased
Method’ signify the Euclidean metric method, theedted
divergence method, and the proposed method with yauc [2]
function using the modified Hausdorff distance pegively.

In Table 1, ‘Matching shots’ (‘Non-matching shots’)
represents the modified Hausdorff distances betvssa of
query key frames and the color video sequence wh®ared
containing ‘Matching shots’ (‘Non-matching shots3pecially,
in proposed method the accuracy ratio between ‘Matc
shots’ and ‘Non-matching shots’ is large comparath wthe
conventional methods. The proposed algorithm witharge
accuracy ratio can match sequences efficientlyleT dbshow
that the proposed method using Cauchy function mibhlified
Hausdorff distance can remarkably improve the niatch
accuracy with a low computational load for sequence
identification for color video, compared with Eut#dan metric
and directed divergence using the modified Hau$diistance.

In experimental results, the accuracy ratio caretdifferent
values for various test sequences, because the igalarge
when the query sequence has large dissimilar ct:ten
compared with that of the matched sequence, otkersismall.
In case of similar video content for query videme modified
Hausdorff distance between sets of query key fraanesthose
of compared key frames represents small value. Baase of
different video contents the modified Hausdorfftaiicce shows
large values. Therefore the improved accuracy ratio
proposed method can reduce the miss detection hasvéhe
false detection in video sequence identification.

In digital content management [11], the proposedhot
can be applied to video sequence identificatioriciefitly
finding any sequence of long database video theateshsimilar
content to query sequence.

(3]

(4]

(5]

(6]

(7]

(8]

(9]

(10]
5. CONCLUSIONS

This paper proposes the efficient method usingGhachy
function and the modified Hausdorff distance fordeo
sequence identification. The proposed method gaeligh
accuracy and efficiency, compared with conventionathods
such as Euclidean metric and directed divergencthads,
with a low computational load. The Cauchy function ¢olor
video sequences also improves the accuracy. Expetah
results show that the proposed algorithm can efiity match
the video sequences and accurately perform theesegu
identification using key frames with the remarkaliygh
accuracy ratio, compared with conventional methddsther
research will focus on the extension of the aldonitfor
various video sequences containing complex scenes.

(11]
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