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ABSTRACT

Current smartphone authentication systems are deemed inconvenient and difficult for users on remembering their password as well
as privacy issues on stolen or forged biometrics. New authentication system is demanded to be implicit to users with very minimum
user involvement being. This idea aims towards a future model of authentication system for smartphones users without users
realizing them being authenticated. We use the most frequent activity that users carry out with their smartphone, which is the calling
activity. We derive two basics related interactions that are first factor being arm’s flex (AF) action to pick a phone to be near ones’
ears and then once getting near ear using second factor from ear shape image. Here, we combine behavior biometrics from AF in
first factor and physical biometrics from ear image in second factor. Our study shows our dual-factor authentication system does not
require explicit user interaction thereby improving convenience and alleviating burden from users from persistent necessity to
remember password. These findings will augment development of novel implicit authentication system being transparent, easier, and

unobtrusive for users.
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1. INTRODUCTION

A Smartphone has been extensively adopted and integrated
into the human life seamlessly. The omnipresent smartphone
era marks a new computing paradigm where computing for
human experience becomes ubiquitous and pervasive. The
paradigm makes computing with smartphone more
personalized yet powerful enough as it is strongly
complemented by wide array of connectivity options and rich
sensor input. Computing with the smartphone has enabled
exciting massive user-generated contexts to be collectable with
smartphone as a personal device. However, massive data
generated from a vast number of smartphone users contain
personal and sensitive data stored in smartphone. This situation
raises security and privacy issues especially on unauthorized
access to smartphone. Hence, the deployment of authentication
system becomes very critical to ensure safe computing yet still
being usable to user.

Addressing security and privacy issue, one of the methods to
combat the potential damage from the unauthorized usage is to
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authenticate users for ensuring only authorized users to ably
access their smartphone. Most smartphones deploy an
authentication system which transfers the burden to
authenticate to the user by depending on secret-knowledge
(password, graphical patterns) that must be remembered all the
time. The burden leads to several loopholes like using easy-
guessed passwords, shared credentials, stolen passwords, and
so on. Furnell et al. [1] reported in a survey that users want
increased security authentication that is transparent when
authenticating users for the sake of their convenience. The
solution to this user demand is to develop an authentication
system that implicitly authenticates users making use of user-
generated data that can be collected in multiple modalities. The
idea of this authentication system will raise a notion of future
generation authentication system giving a cognitive security
capability to a smart device like smartphone. This typical
authentication system is suitable being geared towards
ubiquitous computing security as the future of computing era.
In this paper, we present our study on authentication system
using a smartphone in a users’ calling activity scenario. The
idea can be implemented with special smartphone apps that will
enable the authentication mode upon request. The apps will
trigger a notification to the authenticating parties only when
needed. The users will wait when the authenticating parties
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“callback” to users, which by that time the users will be
authenticated implicitly. The system will implicitly and
transparently authenticate customers when they initiate
conversation using a smartphone thereafter. The authentication
system will use combination from behavioral biometrics i.e.
user’s arm flexing (AF) and physical biometrics i.e. user’s ear
shape captured by the smartphone front camera when the
smartphone gets near to user’s ear. With this approach, our
system might (1) alleviate burden of users from remembering
secret knowledge, (2) are being inexpensive in deployment, and
(3) are being unobtrusive and transparent to users.

The rest of this paper will be organized as follows. Section 2
discusses authentication systems that have been in market and
researches environment. Section 3  presents aspects
underpinning the conception of the new authentication idea and
then the proposed novel authentication system design. Section
4 discusses and presents our experiments and their results.
Section 5 summarizes and concludes our study.

2. CONVENTIONAL AUTHENTICATION SYSTEM

An authentication system for smartphones is critical and thus
gaining many research interests. The rapid growth of
smartphone users and vast trend for smartphones becoming a
personal device carrying sensitive data are being the obvious
reasons. Authentication methods for smartphone have
encompassed many approaches as being implemented either
using single or multi authentication factors. When relying on
secret knowledge, smartphones use secret knowledge like
passwords either from alphanumeric PINs to graphical click-
based or pattern passwords [2][3]. This type of authentication
system imposes some burdens to users to remember the secret
knowledge. On the other hand, some authentication systems
use idea of authenticating someone based on one’s own
characters either physical or behavioral human traits. There are
few smartphones incorporating physical biometric features like
those reported in [4] and [5]. In spite of physical biometrics’
good performance, physical traits biometrics-based
authentication system in general poses several limitations. They
are considered as being expensive in smartphone setting,
having privacy disaster issue towards stolen and possible
forged biometrics’ feature of individuals, and even hazardous
and harmful to individuals as in case of stolen car at 2005 in
Malaysia [6].

Multi-factor authentication (MFA) especially using a mobile
phone has been proposed around as in [7] researchers propose
on combination One-Time Password (OTP) and SMS-based
factors for accessing services using mobile phone. More
generally, ideas on MFA have been varying from a
combination of tokenized pseudo-random number and the user
specific fingerprint as shown in [8] up to a combination of
graphical password and image challenge in [9]. However, none
of them addresses obtrusiveness and user inconvenience issue
during their authentication processes thus deemed unusable
effectively according to user perspective as reported in [10].
According to that report, users tend to choose their devices
unlocked (reluctant to be password-protected) and perpetually
are logged on leaving to least or no protection at all.

Conventional knowledge-based and token-based
authentication systems have several known weaknesses.
Commonly, they provide only one-time verification within a
lengthy period such as authenticated only upon switch-on then
perpetually open for the remaining session. In addition, many
users are reluctant to keep their devices secured as they tend to
let their devices open because they feel the usage of common
authentication like phone PIN is of inconvenience [2].

In those weaknesses, biometrics authentication in
smartphone offers promising answers as no passwords to
remember, nothing written/given can be lost as in token, no
need to bring things (token) everywhere, and it is harder to
bypass. However, most biometrics face less suitability issue to
be deployed on smartphones. In fingerprint-based
authentication system, it is hindered by expensive deployment
and potentially dangerous as reported in [6]. Gait recognition
by camera or motion requires lengthy observation. Hand
geometry is not applicable due to size requirement. Thus, to
accommodate the usability while preserving high degree of
recognition accuracy, we must combine authentication factors
that are convenient to users with strong, contextual algorithm.

3. GRADED & IMPLICIT AUTHENTICATION SYSTEM

In order to put users in convenience, we select authentication
factors that are natural or preferred by users. Being natural
means that an authentication process is frequently performed
thus common by users and/or simple to perform. As we see in
Figure 1, a common activity among smartphone users is where
authentication usually is not associated with authentication
process  (implicit  authentication). =~ Moreover, process
authentication must be done during an activity that originally
intended to other aims apart from authentication. According to
survey presented in Figure 1, the most activity users do is
making phone calls.

Make phone calls

Take photos | S
Send and receive texts 92%
Email
Maintain list of contacts
Surf the Internet 81%
Use the calendar
Download and use apps
Play games

Access social media online | L
Post photos
Use notes and reminders features
Online banking | AL
Shop online |EEZ N

Store credit card or other financial... [[iZ3
| Q.3 What types of activities

are you using your smartphone for?

Otner || BASE: All respondents (n=1,158)

GPS/maps/navigation

Fig. 1. Types of activities among smartphones and users

The rationale of multibiometrics combining two biometrics
factors comes down to a fact that one level of authentication is
not always desired by users in terms of usability. Hence, we
propose to rely on multi level of authentication score and its
tolerance in our proposed system called as graded security
system. Through this approach, we will evaluate the degree of
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criticality in a condition when authentication system takes
place, considering the degree level of access rom requesting
users. This approach will assign different levels of security to
different applications by applying different strength of
authentication requirement over various applications. For an
instance, a non-sensitive application like games or educational
applications typically doesn’t need protection thus protection is
not necessary by graded security system. Unlocking a device or
opening a camera phone is relatively less critical thus an
authentication algorithm with moderate error recognition
tolerance is acceptable. For sensitive access to financial
banking applications, phone call privileges, messaging, and so
on, we must deploy a mechanism that achieves recognition
error tolerance as slightest as possible (like system with 98%
accuracy). Here, the idea of graded security implement basic
principle of security that is to protect what is worth more
beyond the cost of a security protection.

Graded security can be seen as either a role-based
hierarchical system to provide access to certain areas of the
secured device. In our system, we enforce security clearances
representing levels of security to be fulfilled. The fulfillment of
clearances can be done by having an authentication score equal
or more than a score threshold in each level. The user has to
provide either one or two factor authentication to get
authentication values by which she can be evaluated whether
accessible to data or not. Here, we can see that each access
request has to be authenticated individually differently. This is
contrast to conventional authentication systems that apply one
chunk of access to users, who can access everything on the
system once authentication has been passed. On our
smartphone, the user may need to provide the first factor of
authentication like arm’s flex (AF), and then further
authentication with user’s ear shape whenever to log into his or
her financial account.

We believe that if users are asked to do something they
frequently do, then it will come natural and convenient. In a
phone call, there are two interrelated actions picking
smartphone (AF) and putting it near the ear (ear image)
visualized in Figure 2. In this common activity, users are
already accustomed to perform in time-to-time basis. Besides,
different to a specific 3D gesture to authenticate, AF edges it
out due to the simplicity and frequent action over one that is
uncommon to perform (thus awkward and not natural). The
same thing goes to ear shape biometrics. The authentication
process doesn’t need a special, explicit posing face, for
example, in face recognition but just an action naturally
listening to phone speaker.

M | Answering
Phone Call

Incoming A | Picking ) Putting
Smartphone to Ear

Phone Call Smartphone

Fig. 2. Calling sequence involves multibiometrics

3.1 Arm’s Flex-based Authentication System Module
Roman-Liu et al. [11] study on relationship between upper
limb strength/force concluded that the posture affects the

strength of upper limb strength during several motion
simulations. While the arm is the biggest portion of upper limb
and postural can be interpreted as different upper limb in size
and length to result in unique strengths/forces, we can infer that
every person who bends their arm will have different strength
measured by accelerometer using smartphone even if they own
same AF pattern visually. The basis of this inference lies in a
theory of kinematic 2" Newtonian Law, where acceleration is
proportionally related to force exerted over a mass (¢ = F/m) in
which bending action will result in different unique traits due to
unique force strengths exerted from various postures and
biological muscular structures.

Comparison Person A vs B & C Arm Flex (AF) Patterns (in Pocket)

=== 1st A's AF
== 2nd A's AF ||
=== 3rd A's AF
== 1stB's AF
1st C's AF

20

15

1.0

0.5

Acceleration Magnitude (in G, 1G = 9.82 m/s2)

035 0.2 0.4 06 0.8 1.0
Time (s)

Fig. 3. Comparison of A’s AF versus B’s and C’s AF

We then study the acceleration in AF generated by
respondents from our department members using our
smartphone. In our study, we use accelerometer outputs as a
vector in respect to a theory of physics related to the gravity, in
which is represented as = (Ay, Ay, and Ay) in 3D spaces. Ay,
Ay, and Ay are projections of such output vectors onto X, Y,
and Z axes respectively where |A| is the amplitude [12]
computed from the square root of summation over each
projections’ to the power of two in each axis. Our initial study
[13] uses the acceleration magnitude to discover patterns’ trend
among AF patterns generated by our respondents. It shows that
an AF from each different person A, B, and C has different
pattern trend visually as depicted in Figure 3. On the other hand,
an AF from one person A has similar pattern trend portrayed in
Figure 3 as well. Hence, the AF will be able to serve as an
authentication factor from behavior biometrics perspective.
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AF from User 'N'

" AF from User A" | 5
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Fig. 4. Arm flexes generated from different users
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Our first authentication system component is based on arm
flex force exerted to a smartphone when smartphone is being
lifted for calling/receiving a phone call. In this component, user
flexing activity while picking up a phone will be recorded and
measured. In our research, we use pattern similarity matching
and alignment algorithm to figure out whether one user can be
distinguished from others.

Prior to similarity and matching evaluation, in our
experiment, we realize that there are at least two main sources
of noise when dealing with accelerometer built-in smartphone.
They are irregular sampling rates and the noise inherent in
discrete physical sampling of a continuous function. Moreover,
the signal from one to another may also vary due to various
picking style as well as possible shifted time period when doing
AF as in one individual signal in Figure 4 (left). Thus, we need
to perform preprocessing to obtain accurate analysis and to
extract relevant information.

Raw AF Signals from User 'Y'

Smoothened AF Signals from User Y’

L L L L 7 L L L L
0 a0 100 150 0 240 0 a0 100 150 0 240

Fig. 5. Arm flexes generated by single individual

From several users’ individual signals, we group them into
the sets on which we preprocess the signal sets with signal
linearization and time interpolation. Thereby, we will have
signals with standardized length of 250. The preprocessing will
either stretch short raw signals (/ < 250) or shrink the long raw
signal (/ >250) into normalized signals without changing the
shape of waveform or changing the trend and features. The
linearization is necessary because in smartphone acceleration
magnitude being captured is sampled and recorded irregularly
due to the nature of smartphone accelerometer. By doing this
way, the problem of inconsistent signals caused by irregular
sampling is addressed.

Furthermore, after linearization and interpolation, we also
want to solve the noise problem inherent in discrete physical
sampling. For this, smoothing function is useful to reduce the
noise that appears in signal. We apply 2n+1-moving average
filter to reduce noise with n = 2 after several experiments show
that it is the best smoothen factor in 2n+1-moving average that
does not make signals lose information. The result over the
final preprocessing is ready to be used for similarity and
matching evaluation algorithm as seen in Figure 5. In Figure 5
(right), the signals are grouped into one set as template signals
(reference) and then contrasted to test signals from user either
Y or other users.

In pattern similarity and matching evaluation, we use
Dynamic Time Warping (DTW) [14] to compute the
minimized distances among aligned signals denoting the more
minimized distance between one to others, the greater
similarity they are. In this approach, suppose that we have two

AF accelerations measured from users represented in time
series V and W with length m and n respectively as represented
as V= {vy, vp,...,vpn} and W = {w, w»,...,w,} then we need to
construct m-by-n matrix where (i",j) element of the matrix
will contain the distance (v;, wj) between two points v; and w;.
A warping path P exists as a contiguous set of matrix elements
that defines a mapping between V and W. The k™ element of P
is defined as py = (i,j)x so we have P = py, pa, ..., px that satisfy
max(m,n) < K < (m+n-1). There are many warping paths
but we will concern on path minimizing the warping cost as:

DTW(V, W) = min{,/zfg:lwk /K} )

The K in the denominator is used to compensate for the fact
that warping paths may have different lengths. This path can be
found very efficiently using dynamic programming to evaluate
the following recurrence which defines the cumulative distance
D(i,j) as the distance d;j found in the current cell and the
minimum of cumulative distances of adjacent elements as
follows:

D(L,j) =d;;+min{d;_y 1, di—1j.dij—1} (2)

We use cumulative distance in eq. (2) when we try to find
and match similar signals that belong to one user in contrast to
other signals from other users’ AF acceleration magnitude.
Among 25 respondents’ data with each performs ten repetitive
telebanking activity simulation, we collect 250 data in total. We
divide signals from one user to be template signal as references
and as testing signals. From each user generating ten signals,
we group into two sets making six into template signal and
remaining four as the ones we test the similarity against the
template. We obtain AF acceleration magnitude resulting in
typical signals in waveform as denoted in Figure 8 where we
present one individual signal from a user as well as two sets of
signals in which each set has six signals because each set serves
as template signals.

In our experiments, we contrast each of test signals with sets
of template signals (references). Figure 6 depicts how one
signal from user ‘A’ is being compared to two sets of user ‘A’
template signals itself and another user (user ‘E’). We can
intuitively perceive that a single signal being contrasted is
strongly similar to the right (‘A’) templates than the left (‘E’)
templates. In the left template similarity and matching, we can
see that the slope and waveform shape perceivably different
compared to the right template one when the slope between test
signals is almost as steep as the template A. The right one also
has almost identical waveform shape between test and template.

User ‘E' Template AF Signal User ‘A Template AF Signal
" " j 4

. 2 | A
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Fig. 6. Comparison of real owner ‘A’ AF versus impostor ‘E’
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3.2 Ear Image-based Authentication System Module

The second component of our authentication system is based
on physical biometrics from ear image taken by smartphone
front camera when smartphone is detected as getting near to ear
when a user picking phone for calling/receiving a phone call. In
this telebanking authentication, the front camera of smartphone
will capture the ear image once user’s ear detected and then
perform preprocessing. Before it can capture successfully, users
must make sure their ears are not covered nor hindered by
physical objects like cap or long hair, just like face blocked by
spectacles or face covers. Once finished, ear image will be
represented with Local Binary Pattern (LBP) representation
with mathematically computed as in Eq. (3) and rotational
invariant geometric analysis as depicted below in Figure 7 and
Figure 8.

6 5 2 1 ] 0 1 2 4
7 1 1 0 128 8
918 |7 1(1]1 64 32| 16
Example threshold weights

Fig. 7. Visual LBP operations on one sample image

-1 1, x>0
LBPr g (Y6 30 = X b 5(9p = 902" sy’ 12, O

Fig. 8. Geometric analysis on one sample image

Ear biometrics has been long dubbed by French
criminologist Alphonse Bertillon since 1890 as the reliable
passive biometrics to discriminate criminals. There are a
number of advantageous factors using ear shape compared to
face as a biometrics. First, ear is immutable during human life
as ascertained by Imhofer [15], where a face changes more
significantly with age. Moreover, color distribution in ear is
more uniform than in a human face, iris, and retina i.e. while
working with grayscale we do not lose much information.
Besides, the ear is smaller than face so a system can work faster
and more efficient with the images in lower resolution.
Ultimately, in our system, ear recognition will best fit as
another (the second one) factor because the ear is passive
biometrics that using ear shape will enable implicit and
transparent authentication to users.

To represent an ear, we use Local Binary Pattern (LBP) [16]
to extract its feature in biometric and rotation invariant
geometric analysis as in Figure 7 and Figure 8 respectively.
This operator works with the eight neighbors of a pixel, using
the value of this center pixel as a threshold. If a neighbor pixel
has a higher gray value than the center pixel (or the same gray
value) than a one is assigned to that pixel, else it gets zero. The
LBP code for the center pixel is then produced by
concatenating the eight ones or zeros to a binary code as shown
in Figure 7 using LBP operator as denoted in Eq. (3).

The ear representation will be having numerical sub regions
that eventually translated into a histogram. For example, one
ear image in LBP operation divided into four regions can have
59 contiguous sub regions per region so resulting in 236
numerical sub regions in total. In geometric analysis, we will
calculate another two additional values of mean and variance
values derived from Euclidean distance computed from a point
in the most outer edge of ear image with its center. This
analysis is independent from rotation movement from users and
is important to be robust from various rotation possibly made
by users related to phone-on-ear handling style.

Image with regions

v

Image adgas, shape

LBP Normalize
Histograms Histograms

Y v
Myt
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Fig. 9. Histogram LBP & GA as feature for authentication

In a pictorial description, Figure 9 visualizes the process to
get ear representation that is used to compare the similarity of
one signal to others in which similar signals belong to the same
user. Two techniques will obtain values being all concatenated
and translated into histogram. We use this histogram to
compare similar ear images which belong to a particular user.

4. AUTHENTICATION EXPERIMENT

In the first component of authentication system, we denote
two vectors representing each acceleration magnitude resulted
from AF templates in each cycle within similar time period
from t; to t, in vector space X = {X;, X, ... , X, While
evaluated AF test data as Y = {y;, vy, , Vub. Our
authentication system uses dual components on which each
individual component will be able to score maximum score of
1.00 so that in total the maximum score will be 2.00.

We use a nearest neighbor classifier with basis of
computation for each score of factor based on (1) minimized
cumulative distance obtained from the DTW algorithm for
authentication using AF (Ist score) and (2) Euclidean distance
from a histogram as an ear representation for authentication
using ear image (2™ score). We statistically prove and
determine the rank of nearest template patterns according to
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each test signals.

Table 1. Matching score by k-NN classifier for one AF sample

because in our disposal, just like AF acceleration magnitude
signals, we have four ear images per user. Hence, we have
pattern similarity and matching in ear images 40 times

D Sets of Templates experiments from ten respondents. In each experiment, each
‘TV Al 7 k|l # | E | Ng | NM | T Yy | s testing process will compute Euclidean distance of one ear
image represented as histogram as in Figure 12 with ten sets of
7 86 55 258 122 | 89 156 83 245 144 . . .
templates where each set contains six templates. Hence, we will
? 56 | 155 | 54 | 233 | 176 | 103 193 97 | 233 | 132 have 40 tables like Table 2. In each table, a majority voting is
27 126 |71 | 187 | 211 | 122 23 121 | 203 | 99 glso cons1d§red during NN classifier ranking process just like
T in AF experiment cases.
1] 19 | 157 | 153 | 152 | 187 | 117 198 122 | 187 | 102
Al 13170 | 96 | 9% 13 | 154 21 153 | 198 | 112 Table 3. Overall experiment result (Confusion Matrix)
22 | 74 | 151 | 153 | 197 | 137 110 132 | 183 | 117 A J |k lmlEIl MY T v | s
H M
Table 2. Matching score by k-NN classifier for one image sample A 3]0 0 00 |1 0 0|0 |0
Sets of Templates
D N J 0 4 0 0|10 |0 0 0 0 0
A J K H E NH M T Y S
K |0 0 4 0|0 |0 0 0 0 0
H 342 1,098 1,337 1,898 1,267 2,003 2,445 1,651 1,376 1.907
1 H |0 0 0 4 |0 |0 0 0 0 0
S 851 1,256 1,258 1,137 1,256 1,446 1,256 1,532 1,437 1,256
E |0 0 0 0 |4 |0 0 0 0 0
T 515 1,034 1,631 1,002 1,037 1,075 1,043 1,631 1,990 1,309
N
T 703 1,941 1,311 1.445 1,097 1,044 1,337 1,746 2,488 1,900 H 0 0 0 O O 3 1 0 0 0
1 464 1,578 1,545 1,179 1,348 1,573 1,328 1,786 1,443 1,872 N 0 0 0 O O 1 3 0 0 0
M
A 388 1,254 1,150 1,234 1,573 1,200 1,054 1,497 1,254 1,003 T 0 0 0 O O O 0 4 0 0
Our nearest neighbor classifier (k-NN Classifier) yields one Y o 0 0 0|00 0 0 |40
table per each test signal from AF and histogram comparison s |1 0 0 o lo o 0 1 10 |2
from ear image with their sets of templates as exemplified in

Table 1 and Table 2 respectively. In Table 1, out of 6 test data
from user A is found matching with five A templates thus
generating result 5 out of 6 to score 0.833. In Table 2, for
each ear image test data from A to template of A’s ear image, it
is found matching with all six A templates thus generating
result 6 out of 6 to score 1.00.

In our AF disposal, we have four test signals per user thus
we have pattern similarity and matching 40 times experiments
from ten respondents. In each experiment time, the test signal
will compute minimized cumulative distance using DTW of
one test signal with ten sets of templates. Hence, we will have
40 matching score tables like in Table 1. In each table, a
majority voting is considered when the NN classifier has
ranked the similarity and matching among one test signal to
signal templates like in Table 1. In the case of Table 1, because
ranks 1 to 6 are all actually from template A, we decide that T1
(test data no. 1) from A belong to user ‘A’ because when being
tested 5 out of 6 templates are successfully categorized as ‘A’.
In other exemplary case, say if a signal is contrasted to sets of
templates with the NN classifier that rank 1-3 belong to user
‘A’, 4-5 belong to user ‘H’, and rank 6 belongs to user ‘Y’, the
authentication system decides a signal belongs to user ‘A’
based on majority voting. Should the voting result is evenly to
one template and non-template, e.g. 3 for ‘A’ and 3 for ‘K’ we
consider this situation as unmatched decision. However, during
experiment we never encounter such this situation.

In addition to AF, we also experiment with 40 test ear image
data that will be compared with 60 templates from ear images

In all our experiment either in AF or ear image, we have T1-
T4 belong to A or to have T5-T8 belongs to J and so on. After
experiment, we obtain experiment results as in Table 3. Overall
experiment will depend on a value & denoted as a threshold
overall score value to determine whether a score is accepted as
successful authentication or not. We test 3 thresholds as 8, 9,
and J;. The higher threshold value is, the stricter authentication
score is demanded. The § with value of 1.2 is easier to achieve
for impostor. Our & values from 6 = {1.4, 1.6, 1.8} produce
various results. The worst accuracy performance is achieved
when & value is set to 1.8. Overall experiment result for = 1.8
from combining AF and the ear image in authenticating users
can be observed and learned being presented as confusion
matrix as in Table 3. From Table 3 our experiment shows our
approach for wuser authentication achieves correct user
authentication 35 times out of 40 times experiment yielding
87.5 % system accuracy with & = 1.8. As for remaining § values,
our system produces 92.5 % and 95% for & values of 1.4 and
1.6 respectively.

5. CONCLUSION

We present our study on a novel idea for authentication
system based on two unobtrusive biometric factors generated
from a common calling activity using a smartphone. The
deployment of our idea manages to address implicit and
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transparent authentication to users so that the increased
usability in security system is expected. In addition, this idea
lessens the hassles of remembering password or any secret
knowledge like passphrase, secret number or even security
token.

We put considerations as our future work to study many
aspects of each user individual style to pick a smartphone and
swing it with her arm from many different positions. A further
analysis with Receiver Operating Characteristics (ROC) is also
currently performed so that the performance of the
authentication system can be clearly seen. Moreover, a
comparison study to other multibiometrics systems is also
being carried out.

We present our study about a novel approach of security
system in smartphone empowered intelligently by cognitive
security capability for smartphone. We use dynamic, behavioral
AF as first authentication factor and static, physiological ear
shape image as second authentication factor. Our study shows
that a context of call activity is effective and feasible to
implement special authentication system being implicit and
transparent. Our system characterizes an authentication security
system for smartphone users being natural, convenient thus
improving usability and user acceptance.
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