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Abstract: Data is critical in deep learning but the scarcity of data often occurs in research, especially in the 
preparation of the paired training data. In this paper, document image binarization with unpaired data is 
studied by introducing adversarial learning, excluding the need for supervised or labeled datasets. However, 
the simple extension of the previous unpaired training to binarization inevitably leads to poor performance 
compared to paired data training. Thus, a new deep learning approach is proposed by introducing a multi-
diversity of higher quality generated images. In this paper, a two-stage model is proposed that comprises the 
generative adversarial network (GAN) followed by the U-net network. In the first stage, the GAN uses the 
unpaired image data to create paired image data. With the second stage, the generated paired image data are 
passed through the U-net network for binarization. Thus, the trained U-net becomes the binarization model 
during the testing. The proposed model has been evaluated over the publicly available DIBCO dataset and it 
outperforms other techniques on unpaired training data. The paper shows the potential of using unpaired data 
for binarization, for the first time in the literature, which can be further improved to replace paired data 
training for binarization in the future. 
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1. Introduction 

Document image binarization is a method of classifying image pixels for one of two following categories: 
foreground and background. It is a fundamental issue in the field of document analysis because it affects further 
stages of the recognition process in document images. Although binarization seems quite easy for uniform 
images, it is possible challenges in real situations in which document images are degraded differently due to 
insufficient maintenance conditions. The significant impact of the binarization process has made the community 
hold the Document Image Binarization Competition (DIBCO) in conjunction with ICDAR and ICFHR 
conferences started in 2009 [1]. Binary handling of documents uses techniques to form other fields, such as 
removing image noise, semantic segments, image recovery, and background deletion such as handwritten 
segmentation contest [2]. 

With the emerging of powerful deep convolutional neural network (CNN) models for object classification, 
detection, and segmentation, many methods have been developed for document image binarization such as in 
[3-6]. In [4], the authors formulated binarization as a learning task for pixel classification and applied a novel 
Fully Convolutional Network (FCN) model that utilizes images with different sizes. In [5], a hierarchical deep 
supervised network (DSN) model can predict text or background pixels at different feature levels. Text pixels 
are distinguished significantly from background noises at higher-level features. Besides, text pixels are 
presented shapely at lower-level features. Then, these features are combined to have better outputs. In [6], the 
authors used convolutional auto-encoders to learn how to map an input image to its arbitrary output, in which 
activations state pixels belonging to either foreground or background. Consequently, once trained, the model 
can analyze degraded document images and binarize it. In another paper [7], the U-net architecture consists of 
an encoder and a symmetric decoder. In addition to this, there are skip-connections to copy information from 
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the encoder to the decoder to prevent losing information during the downsampling of the encoder. This 
architecture is applied and has the best performance in DIBCO 2017 competition [3]. However, these deep 
learning models require a substantial amount of paired training data that is not sufficient to research.  

Some papers work on unpaired data such as papers [8, 9] but they are for other tasks. In [8], the authors 
presented an approach to learning how to translate an image from the source domain X to the Y target domain 
with unpaired data. The goal is to understand G: X → Y map so that the distribution of images from G (X) 
cannot be distinguished from the Y distribution by using an adversarial loss. The authors combine it with an 
inverse mapping F: Y → X and introduce a cycle consistency loss to map again F(G(X)) ≈ X. In [9], the authors 
proposed that the model train on both paired and unpaired data. This model can generate fake paired images 
from unpaired data. Therefore, it increases the number of available data as one kind of augmentation. Therefore, 
we use the baseline model of [8, 9] to compare with our method. 

In this paper, there is a new proposed approach by utilizing unpaired training data for binarization problem. 
The contributions of this study may be summarized as follows. (1) The main contribution is the proposal of 
architecture that learns from unpaired image data to binarize degraded document images. The use of unpaired 
data training for binarization has never been tried before and it the first attempt in the literature as far as we 
know of. The designed structure is more suitable to the binarization problems than existing deep network models, 
especially in cases with the lack of data. (2) The proposed method is evaluated on the DIBCO datasets and 
achieves results that are better than that of state-of-the-art models on unpaired data. 

The rest of the paper is organized as follows. Section 2 describes related works. Section 3 presents the 
proposed method for document image binarization. Section 4 discusses our experiments and results with other 
techniques. Finally, the paper is concluded in section 5. 

2. Related Work 

Generative adversarial networks (GANs) [10] are generative models that are particularly designed for 
image generation tasks with impressive results [11, 12]. This is because they use adversarial loss function. It 
forces the generated images to be indistinguishable from real images. In GAN training, a generator is trained to 
generate fake images like real images. So, it can fool a discriminator that tries to distinguish between fake 
images and real images. To generate more meaningful images, in conditional generative adversarial nets 
(CGAN) [13], the authors proposed that the model utilizes prior conditioned information to integrate into 
generated images. There are many successful applications of CGAN models, such as image editing [14], text-
to-image translation [15] and inpainting [16]. 

Image-to-image translation models learn to map image inputs to image outputs. By using a conditional 
framework, Isola et al. [17] design the image-to-image translation with conditional adversarial networks 
(pix2pix) to learn the mapping function. Based on pix2pix, Zhu et al. [18] presented multimodal image-to-
image translation (BicycleGAN) which achieves multi-modal image-to-image translation using paired data. 
However, most of the models need paired data for the training process, which are usually costly to obtain. 

Unpaired Image-to-Image translation is to solve the issue of pairing training data, Zhu et al [8] proposed 
unpaired image-to-image translation using cycle-consistent adversarial networks (CycleGAN), which is 
unsupervised learning in the training process. It maps between two unpaired image domains with the aid of a 
cycle-consistency loss. It can produce image translations such as changing impressionism paintings to 
photorealistic images or creating images of zebras from images of horses. Because CycleGAN can translate an 
image to the target domain and back, we use it to translate degraded document images to the binary document 
domain with single unpaired data. So, we utilize CycleGAN as a baseline to compare our proposed model in 
section 4. 

Learning disentangled representations aims at generating a wide diversity of data. In recent years, the 
unsupervised learning model has been paid attention. For example, interpretable representation learning by 
information maximizing generative adversarial nets (InfoGAN) [19] and learning basic visual concepts with a 
constrained variational framework (β-VAE) [20] have been proposed to learn disentangled representations 
without supervision. However, they failed to generate diverse outputs from a given source domain. To tackle 
this constraint, Xun Huang [21] proposed a multimodal unsupervised image-to-image translation (MUNIT) 
framework. This framework is utilized in our proposed model because it not only changes unpaired data to 
paired data but also generates diverse and realistic paired data. 

In [22-25], the authors proposed neural style transfer approach to implement image-to-image translation. 
The model combines the content of one image with the style of another image to synthesizes a fake image. The 
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key idea of learning style representation is applying the gram matrix function to map features between a fake 
image and a real image. Recently, Ankan et al. [9] also adopt neural style transfer to use unpaired training data. 
However, the target of the [9] is to improve document binarization via adversarial noise-texture augmentation. 
In other words, it utilizes both paired and unpaired training data. So, we construct it as a baseline on unpaired 
training data to compare our proposed. model in section 4. 

3. Proposed Method 

 

Figure 1. Illustration of the proposed framework in the training process: in stage 1, degraded image patches Iୢ 
and ground truth image patches I୥ of another degraded image patches are fed into GAN model for generating 
fake degraded image patches I୤. In stage 2, U-net tries to get back clean binarized image patches Iୠ by denoising 
the generated ones I୤. 
The details of our proposed model are given in this section. The model consists of two networks: a fake 

image generating network by utilizing GAN and U-net [7] for binarization network. 
In stage 1 of Figure 1, we apply MUNIT GAN [21] for generating diverse and realistic images. The image-

to-image translation model consists of two auto-encoders, one for each domain. The latent code of each auto-
encoder is composed of a content code C୶  and a style code S୶  (x is g or d). The model is trained with 
adversarial objectives that ensure the translated images I୤ cannot be distinguished from real images Iୢ by a 
discriminator. Furthermore, we explain its operation through 2 processes. 

In the GAN training process, the content encoder E୥ୡ and the style encoder E୥ୱ as shown in Figure 2(a) 
are trained to extract content code C୥ and style code S୥ from binary images, respectively. The content encoder Eୡୢ  and the style encoder Eୱୢ  as shown in Figure 2(b) are trained to extract content code Cୢ and style code Sୢ 
from degraded images, respectively. Trained decoders can rebuild images having content and style the same 
with corresponding input. The decoder D୥  creates images having binary image style. The decoder Dୢ generates images having degraded image style. Because the objective for auto-encoder is to enforce the 
same between original image I୶ and generated image Iመ୶ (x is g or d), we use the L1 loss function as the 
equations (1) and (2) for image reconstruction. Then, in Figure 2(c), the decoder Dୢ is fed by C୥ and noise. 
It creates an image I୥→ୢ with the same content as I୥ and degraded image style taken randomly in style space S෨ୢ. Because the original image Iୢ and the fake image I୥→ୢ are different in content but like degraded image 
style, we use the adversarial loss as the equation (8). The fake image I୥→ୢ continues to feed into the encoder Eୡୢ  and Eୱୢ  to reconstruct content code C෠୥ and style code S෠ୢ, respectively. Because C෠୥ and S෠ୢ should be the 
same as C୥ and Sୢ, respectively, we apply the L1 loss function as the equation (5) for (Sୢ, S෠ୢ) pair and the 
equation (3) for (C୥, C෠୥) pair for latent code reconstruction (in a similar way for Iୢ→୥). 

In the inference process of GAN, the trained encoders can disentangle content code C୶ and style code S୶ 
(x is g or d) from different domains as shown in Figure 3(a). The trained decoder Dୢ can generate fake images I୥→ୢ (or I୤) from the content code C୥ and degraded image style code taken randomly in style space S෨ୢ. In 
Figure 3(b), 5 generated images have the same content as the original image I୥ and 5 different degraded image 
styles. 
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(c) Cross-domain translation 

Figure 2. GAN model overview in the training process. (a) and (b) is auto-encoder architecture. They extract 
latent code (C୶, S୶) for each domain. (c) Cross-domain translation model combines between content code and 
style code in another domain. To have generated fake images look like real samples, we train the model with 
GAN loss. I୥→ୢ  is a sample produced by translating I୥  to domain Iሚୢ  ( in a similar way for Iୢ→୥ ). To 
reconstruct both images and latent codes, we employ Lଵ loss function. Iመ୶, C෠୶, and S෠୶ are reconstructed outputs 
having the same with I୶,  C୶, and S୶ (x is g or d), respectively. 

The GAN model can generate diverse and multimodal degraded document image outputs by sampling 
different style codes. In Figure 3(b), the five outputs are the combination of five different style codes and one 
same content code. Therefore, the model not only changes unpaired data to paired data but also creates more 
paired data (I୥, I୤). 

 

(b) Iሚୢ domain reconstruction (a) Iሚ୥ domain reconstruction 
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(a) Content code C୶ and style code S୶ disentangled by encoders 

 

 
(b) Domain translation 

Figure 3. The GAN model based on [21] in stage 1. (a) Encoders disentangle image information in each Iሚ୶ 
domain into the shared content space C෨  and the style space S෨୶. (b) To translate an image I୥ in the domain Iሚ୥ 
to the domain Iሚୢ, the content code of I୥ is recombined with a random style code in the style space S෨ௗ. The 
result is different fake degraded document images I୤ with different style textures. 

Bidirectional reconstruction loss function includes loss function for image reconstruction and loss function 
for latent code reconstruction. It ensures encoder is decoder’s inverse and vice versa.  

Loss function for image reconstruction (J୰ୣ୍౮ ) can restore an image (I୶) (x is g or d) sampled from the data 
distribution p(I୶) (I୶~ p(I୶)) following a direction (image → latent code → image) as shown in Figure 2(a) 
and 2(b). 

 J୰ୣ୍ౝ =  E୍ౝ~ ୮൫୍ౝ൯ ቂቛD୥ ቀE୥ୡ൫I୥൯, E୥ୱ൫I୥൯ቁ − I୥ቛଵቃ       (1) J୰ୣ୍ౚ =  E୍ౚ~ ୮(୍ౚ) ቂฮDୢ൫Eୡୢ (Iୢ), Eୱୢ (Iୢ)൯ − Iୢฮଵቃ      (2) 

 
in equation (1), E୥ୡ, E୥ୱ, and D୥ are the content encoder, the style encoder, and decoder as shown in Figure 2(a), 
respectively. The result of D୥ ቀE୥ୡ൫I୥൯, E୥ୱ൫I୥൯ቁ is Iመ୥. So, J୰ୣ୍ౝ = ฮIመ୥. −I୥ฮଵis L1 loss function (in a similar way 

for J୰ୣ୍ౚ). 
The loss functions for latent code reconstruction, (J୰େୣ౮, J୰ୗୣ౮) (x is g or d), are used to restore latent code 

sampled from the latent distribution (C୶~ p(C୶), S୶~ q(S୶)) as shown in Figure 2(c). The loss functions for 
reconstruction J୰ୣ୍ೞ , J୰େୣ೏, J୰ୗୣ೒ are as follows. 
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J୰େୣౝ = Eେౝ~ ୮൫େౝ൯,ୗౚ~ ୯(ୗౚ) ቂቛEୡୢ ቀDୢ൫C୥, Sୢ൯ቁ − C୥ቛଵቃ     (3) 

J୰େୣౚ = Eେౚ~ ୯(େౚ),ୗౝ~ ୮൫ୗౝ൯ ቂቛE୥ୡ ቀD୥൫Cୢ, S୥൯ቁ − Cୢቛଵቃ     (4) 

J୰ୗୣౚ = Eେౝ~ ୮൫େౝ൯,ୗౚ~ ୯(ୗౚ) ቂቛEୱୢ ቀDୢ൫C୥, Sୢ൯ቁ − Sୢቛଵቃ     (5) 

J୰ୗୣౝ = Eେౚ~ ୮(େౚ),ୗౝ~ ୯൫ୗౝ൯ ቂቛE୥ୱ ቀD୥൫Cୢ, S୥൯ቁ − S୥ቛଵቃ     (6) 

 
in equation (3), q(Sୢ) is the prior normal distribution N(0,I), p൫C୥൯ is given by C୥ = E୥ୡ(I୥). Eୡୢ  and Dୢ are 
the content encoder and decoder as shown in Figure 2(c), respectively. The result of Eୡୢ ቀDୢ൫C୥, Sୢ൯ቁ  is C෠୥. 

So, J୰େୣౝ =  ฮC෠୥ − C୥ฮଵis L1 loss function (in a similar way for J୰େୣౚ, J୰ୗୣౚ and J୰ୗୣౝ). Because they are Lଵ loss 
functions, J୰ୣ୍ೣ , J୰େୣೣ and J୰ୗୣೣ encourage sharp output images, preserving semantic content of the input images 
and diverse output images, respectively. 

Adversarial loss (Jୋ୅୒୍౮  ) ensures fake image outputs like real image inputs as shown in Figure 2(c). 
Because it maps fake image distribution to the distribution of real images, it should be: 

 Jୋ୅୒୍ౝ =  Eେౚ~୮(େౚ),ୗౝ~୯൫ୗౝ൯ ቂlog ൬1 − Dଵ ቀD୥൫Cୢ, S୥൯ቁ൰ቃ + E୍ౝ~୮൫୍ౝ൯ൣlog Dଵ൫I୥൯൧ (7) 

Jୋ୅୒୍ౚ =  Eେౝ~୮൫େౝ൯,ୗౚ~୯(ୗౚ) ቂlog ൬1 − Dଶ ቀDୢ൫C୥, Sୢ൯ቁ൰ቃ + E୍ౚ~୮(୍ౚ)ሾlog Dଶ(Iୢ)ሿ (8) 

 
where the discriminator Dଵ distinguishes between generated fake images Iୢ→୥ and real input images  I୥. The 
discriminator Dଶ distinguishes between generated fake images I୥→ୢ and real input images Iୢ.  

So, total loss:  
 

(9) 
 

 
where β୍, βୡ, βୱ are weights. They are chosen by experiment. 

In stage 2 of Figure 1, the task of this stage is to binarize fake degraded document images. The paired data 
transformed from the unpaired data is fed into U-net network. U-net [7] is employed as the binarization network.  
The U-net architecture consists of an encoder and a symmetric decoder. The encoder is constituted by the 
general convolutional process. The decoder is constituted by transposed 2d convolutional layers. Furthermore, 
using skip-connections to copy information of feature from the encoder to the decoder help to prevent losing 
information during downsampling of the encoder. The pixel-wise softmax function is applied on the final feature 
map which is followed by the cross-entropy loss function. So U-net can classify each pixel into one of the 
background or foreground classes. U-net can localize and distinguish text by classifying every pixel, so the 
input and output share the same size. Therefore, we convert an original semantic segmentation task of U-net 
into a binarization task. 

Moreover, U-net is chosen instead of pix2pix GAN [17] that is applied in [9]. This is because, in [17], the 
authors proved that U-net has a higher score than pix2pix in segmentation task. Furthermore, the winner in 
DIBCO 2017 competition [3] employed U-net for the document image binarization model.  

4. Experiments and Results 

We have used 9 publicly available document datasets. They include DIBCO 2009 [26], DIBCO 2011 [27], 
DIBCO 2013 [28], H-DIBCO 2010 [29], HDIBCO 2012 [30], H-DIBCO 2014 [31], Bickley diary [32], PHIDB 
[33], and S-MS [34] datasets. DIBCO 2013 dataset is selected for the testing set. The remaining datasets are 
used as training and evaluation sets. In the dataset for training, there are available paired data. However, with 
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the purpose of training on unpaired data, we change paired data to unpaired data. Then, we split images into 
patches with size 256 × 256. We perform augmentation with rotation: 0, 180, or 270 degrees. 90% of the 
obtained image patches are used as the training set, and the rest of the images are used as the validation set. 

For evaluation, we followed the measures of F-measure, pseudo-F-measure, PSNR and DRD, used in 
ICDAR competitions of DIBCO 2017 and DIBCO 2009 [3, 35].  

The first one, or F-measure, is adequate for evaluation in binarization process because the distribution of 
foreground and background classes are often unbalanced. F-measure FM is computed as 

 𝐹𝑀 = ଶ்௉ଶ்௉ାி௉ାிே           (10) 

 
where TP denotes true positives where foreground pixels are predicted as foreground. FP stands for false 
positives where background pixels are predicted as foreground. FN refers to false negatives where foreground 
pixels are predicted as background. 

Pseudo-F-measure (𝐹௣௦) is similar to F-measure but the relevance of each pixel is weighted based on its 
distance from stroke boundaries. It is computed as  

 𝐹௣௦ = 2𝑅௣௦𝑃௣௦𝑅௣௦ + 𝑃௣௦  ,                                    (11) 

 
where 𝑅௣௦ denotes pseudo-Recall [36]. It includes weights of the ground-truth text normalized according to 
the local stroke width. 𝑃௣௦ stands for pseudo-Precision [36]. It has weights constrained within an expanding to 
the ground-truth background area.  

Peak signal-to-noise ratio (𝑃𝑆𝑁𝑅) measures how close a degraded document image is to its ground-truth 
image. It is computed as 

 𝑃𝑆𝑁𝑅 = 10𝑙𝑜𝑔 ቀ ஼మெௌாቁ        (12) 

 

where 𝑀𝑆𝐸 = ∑ ∑ ൫ூ(௫,   ௬)ିூᇲ(௫,   ௬)൯మ೤ಿసభಾೣసభ ெே   is the mean squared error. 𝐼(𝑥, 𝑦) and 𝐼ᇱ(𝑥, 𝑦) are the value 
of a pixel at the position (𝑥, 𝑦)  of a ground-truth document image and a binarized document image, 
respectively. M x N is the dimension of the image. C is the difference between foreground and background. 

Distance Reciprocal Distortion Metric (𝐷𝑅𝐷) is the measure of visual distortion. We apply it in binary 
document images. It is computed as 

 𝐷𝑅𝐷 = ∑ ஽ோ஽ೖೄೖసభே௎஻ே           (13) 

 
where 𝐷𝑅𝐷௞ is the distortion of the k-th flipped pixel and it is calculated using a 5×5 normalized weight matrix. 𝑁𝑈𝐵𝑁 is the number of the non-uniform 8x8 blocks in the ground-truth image. A lower value for DRD 
indicates a better result while a higher value for F-Measure, pseudo-F-Measure, and PSNR demonstrates better 
performance. 

We only implemented the following baseline models that can train on unpaired data. CycleGan [8] is 
implemented as the baseline model by utilizing the concept of cycle-consistent image translation frameworks. 
It can translate directly from the domain Iሚୢ to the domain Iሚୠ by using unpaired training data. The baseline 
model based on Ankan et al [9] is the combination of two GANs. One adopts the neural style transfer [37, 22] 
to generate fake images. Another being pix2pix GAN [17] is to binarize fake degraded document images. The 
original model trains on both paired and unpaired data. However, we trained it on unpaired data to compare 
with our model. Finally, we modified the model from [9]. It combines between GAN using the neural style 
transfer as [9] for creating fake images and U-net for binarization network. U-net is instead of pix2pix GAN 
[17] that is utilized in [9]. The only trained U-net is used to predict the result in the testing process. 
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Table 1. Results on DIBCO 2013 dataset with training on unpaired data 

Methods F-measure Fps DRD PSNR 
CycleGAN[8] 66.8 70.1 17.6 12.5 
Ankan et al [9] 78.67 85.40 8.64 15.98 

Modified model from [9] 80.29 86.81 7.82 16.30 
Proposed method 84.27 85.85 7.57 17.22 

 
In Figure 4, it shows the diverse and realistic generated image pairs are fed into U-net model. Particularly, 

the GAN model can generate five realistic degraded document images from only one ground-truth document 
image. So, each generated image pair includes a different fake degraded image and the same real ground-truth 
image. Then, the five image pairs are fed into U-net model to learn binarization way. Finally, the trained U-net 
model can convert degraded document images to binarized document images. In Figure 5, it displays the visual 
quality of the binary results of the full document image on the DIBCO 2013 dataset. Figure 5(c) displays the result from 
CycleGAN[8]. It contains a lot of noises and corrupted-text components. Figure 5(d) presents a better result than 
Figure 5(c) but text-stroke detail decreases. Figure 5(e) shows that the image result of the modified model from [9] 
contains weak noises but the character strokes are still thin. In Figure 5(f), the image output of the proposed model 
can preserve text-stroke information and remove background noises. This is because it takes advantage of the 
binarization ability of U-net and diverse and realistic image generation ability of MUNIT GAN. 

We compared our proposed method with the baseline methods as shown in Table 1. In particular, the 
quantitative results show that the proposed method has the best regarding all four of the measurements except F୮ୱ in the second-best place. The F-measure result of the proposed method is significantly higher than the 
second-place method. It shows the high efficiency of the proposed method because F-measure represents the 
general quality of the final result as well as the higher importance compared to other measurements in ICDAR 
competitions [3, 35]. In Ankan et al [9], the model works moderately. CycleGAN [8] obtains poor results 
compared to others. The modified model from [9] has a better result than the original model [9]. 

 

 
Figure 4. Binarization results on the validation set. Image patches are in the order: 1 ground truth image patch (I୥), 5 fake degraded image patches (I୤), and 5 clean binarized image patches (Iୠ) from left to right for each 
sample result 
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(a) (b)

(c) (d)

(e) (f)

Figure 5. Binarization results of the full document image on the DIBCO 2013 dataset produced by different 
methods: (a) original full image, (b) ground truth image, (c) CycleGan [8], (d) Ankan et al [9], (e) the modified 
model from [9], (f) the proposed method. 

5. Conclusions 

In this paper, with the combination of GAN and U-net, the model can train on unpaired datasets. It plays an important 
role in cases with a lack of data. This method opens the new approach for image binarization and other fields by utilizing 
unpaired data. In my knowledge, the paper is the first approach using unsupervised learning for document image binarization. 
Besides, our experimental results show that it outperforms existing state-of-the-art techniques for unpaired training data for 
document image binarization. 
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