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1. INTRODUCTION

Authorship data are not only used to evaluate in-
dividuals for employment, tenure, and funding, but 

also to understand fundamental principles of scien-
tific collaboration, communication, and productivity. 
Thus, scholars as well as organizations involved with 
the progress, promotion, and management of science 

Open Access

Accepted date: June 21, 2014
Received date: June 9, 2014

*Corresponding Author: Jana Diesner
Assistant Professor
Graduate School of Library and Information Science 
University of Illinois at Urbana-Champaign, USA
E-mail: jdiesner@illinois.edu 

All JISTaP content is Open Access, meaning it is accessible online
to everyone, without fee and authors’ permission. All JISTaP 
content is published and distributed under the terms of the 
Creative Commons Attribution License (http:/ creativecommons.
org/licenses/by/3.0/). Under this license, authors reserve the 
copyright for their content; however, they permit anyone to 
unrestrictedly use, distribute, and reproduce the content in any 
medium as far as the original authors and source are cited. For 
any reuse, redistribution, or reproduction of a work, users must 
clarify the license terms under which the work was produced.

ⓒ Jinseok Kim, Heejun Kim, Jana Diesner, 2014

ABSTRACT
Initial based disambiguation of author names is a common data pre-processing step in bibliometrics. It is widely 
accepted that this procedure can introduce errors into network data and any subsequent analytical results. What 
is not sufficiently understood is the precise impact of this step on the data and findings. We present an empirical 
answer to this question by comparing the impact of two commonly used initial based disambiguation methods 
against a reasonable proxy for ground truth data. We use DBLP, a database covering major journals and confer-
ences in computer science and information science, as a source. We find that initial based disambiguation induces 
strong distortions in network metrics on the graph and node level: Authors become embedded in ties for which 
there is no empirical support, thus increasing their sphere of influence and diversity of involvement. Consequent-
ly, networks generated with initial-based disambiguation are more coherent and interconnected than the actual 
underlying networks, and individual authors appear to be more productive and more strongly embedded than 
they actually are. 

Keywords: bibliometrics, name ambiguity, initial based disambiguation, coauthorship networks, collaboration networks

Research Paper
J. of infosci. theory and practice 2(2): 06-15, 2014
http://dx.doi.org/10.1633/JISTaP.2014.2.2.1



7 http://www.jistap.org

The Impact of Name Ambiguity

have a strong interest in gaining a better, actionable 
understanding of these processes (Torvik, Weeber, 
Swanson, & Smalheiser, 2005). A known but insuffi-
ciently solved problem in this domain is name disam-
biguation, i.e. identifying whether a set of name strings 
refers to one or more real-world persons. This task can 
be very difficult, especially when an author’s identity is 
only represented by a string of characters. For exam-
ple, when encountering spellings of seemingly similar 
names, such as ‘Smith, Linda’ and ‘Smith, L.’, it is not 
always clear whether these names represent the same 
person or not. The given problem can get more compli-
cated, especially when people use different names, e.g. 
due to marriage, translating their name into another 
language, or inconsistent use or spelling of names. 

One solution to solve name ambiguity is to manually 
inspect bibliometric data. For example, two name in-
stances that appear in two different citation records can 
be evaluated for identity by considering additional infor-
mation, e.g. people’s web pages or curricula vitae, as well 
as meta-data on the publication, including keywords 
and index terms. The caveat with this approach is its 
limited scalability and related costs. Consequently, man-
ual verification can hardly be applied to large datasets 
that contain thousands or millions of name instances.

A more scalable solution is computational approach-
es that consider attribute data. To achieve high accu-
racy with this approach, scholars have typically used 
a two-step process (Treeratpituk & Giles, 2009): First, 
a pair of names appearing in bibliometrics records are 
compared to each other based on attributes of the au-
thor(s), e.g. the surface form of their name as well as 
their affiliation, and of the paper, e.g. its title and the ti-
tle of the journal. These pairwise comparisons produce 
similarity profiles between any pair of name instances, 
where distance is determined based on rules as well as 
metrics such as edit-distance functions. The similarity 
profiles are then used to make a binary decision per 
pair (‘yes’ for matched names or ‘no’ for unmatched 
names) or to calculate some (probabilistic) similarity 
score between 0 and 1. In a second step, the authors’ 
names are clustered based on the decision or score of 
pairwise comparisons. For more details on this proce-
dure, we refer readers to Smalheiser and Torvik (2009).

Yet another automated approach in this field is a 
solution based on heuristics that are employed to assign 
identities to name instances based on one or more parts 

of a name string. Regular expressions, which identify 
morphological similarities and different types of con-
gruence on the surface-form level between any pair of 
name instances, are commonly used for this purpose. 
For example, if two name instances share the same last 
name and same first name initials, these two names 
can be assumed to refer to the same author (e.g., New-
man, 2001). In fact, this kind of approach has become a 
dominant name disambiguation strategy in coauthor-
ship network research (Strotmann & Zhao, 2012). A 
major reason for the wide adoption of this strategy is 
that name ambiguity has been supposed to have small 
to moderate impact on the resulting network data and 
analysis results (Barabasi et al., 2002; Milojević, 2013; 
Newman, 2001). This assumption has been insufficient-
ly investigated. We herein fill this gap and complement 
prior work on this issue by comparing the statistical 
properties of coauthorship networks constructed from 
a) a proxy for ground truth data, more specifically 
from the DBLP Computer Science Bibliography (DBLP 
hereafter) (Ley, 2002) and b) network data built from 
the same dataset, but after applying initial based disam-
biguation to it. 

In the following, we first review how errors or biases 
induced by initial based name disambiguation have 
been addressed in prior work. Then, we empirically 
estimate the impact of initial based disambiguation on 
network data and findings. We conclude with a discus-
sion of research implications.

2. BACKGROUND

The following three approaches to name disambig-
uation based on initials and last names have been sug-
gested for coauthorship network research (Milojević, 
2013). First, one could rely on any given author’s first 
name initial plus their last name. This is also known as 
the “first initial method.” With this approach, matches 
in the last name and the initial of the first name are 
regarded as referring to the same person, regardless of 
the existence of or differences in middle name initials. 
The second approach considers the initials of the first 
and the middle name. This is also known as the “all ini-
tial method.” Here, matches in first and middle name 
initials and in last names are assumed to represent the 
same person. The third way is a hybrid method, which 
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uses the first initial method as a baseline. Then, if a 
name entailing a first name initial and a last name has 
two or more potential match candidates with names 
entailing different middle name initials, all potential 
match candidates are considered as different identities.

Table 1.  Illustration of Types of Initial Based Disambiguation 

Methods Examples from Milojević (2013) Decision

First Initial 
Method

Jackson, P.
Jackson, P. A.
Jackson, P. S.

all the 
same 

author

All Initial 
Method

Jackson, P.
Jackson, P. A.
Jackson, P. S.

three 
authors

Hybrid 
Method

If ‘Jackson, P.’ has TWO or more 
match candidates with different 
middle name initials,
Jackson, P.
Jackson, P. A.
Jackson, P. S.

three 
authors

If ‘Jackson, P.’ has only ONE match 
candidate with a middle name initial,
Jackson, P.
Jackson, P. A.

all the 
same 

author

To gain a better understanding of which of these 
methods has been used or studied in bibliometrics 
research, we screened 298 articles that contain the 
term ‘co-author’ or ‘coauthor’ in the title, abstract, or 
keyword section in eight journals from 1978 to 2013. 
We considered the following journals: Information Pro-
cessing & Management, Journal of Information Science, 
Journal of Informetrics, Journal of the American Society 
for Information Science and Technology, Physica A, 
Physical Review E, Plos One, and Scientometrics. About 
70% of the retrieved articles were focused on studying a) 
the number of authors per paper to analyze trends over 
time or b) coauthoring across institutions and nations 
(e.g. Leydesdorff & Sun, 2009). Both applications do 
not require author name disambiguation in most cases. 
However, name disambiguation is needed for the re-
maining 30% of papers, where coauthorship networks 
are analyzed in which node names consist of last names 
and first- and/or middle-name initials (e.g., datasets 
from Web of Science or Scopus). In some of these pa-
pers it is clearly indicated that they used the first initial 
method (9 papers, e.g. Bettencourt, Lobo, & Strumsky, 
2007; Liben-Nowell & Kleinberg, 2007) or all initial 
method (4 papers, e.g. Milojević, 2010; Newman, 2001). 

Only one paper disambiguated with the hybrid method 
(Yoshikane, Nozawa, Shibui, & Suzuki, 2009). Some 
scholars just indicated that an initial based disam-
biguation had been performed without details on the 
strategy (6 papers, e.g. Barabasi et al., 2002; Fiala, 2012; 
Lee, Goh, Kahng, & Kim, 2010; Rorissa & Yuan, 2012). 
Several others clearly stated that they did not resolve 
name ambiguities at all but relied on full surnames and 
initialized given names to identify authors (e.g. Braun, 
Glanzel, & Schubert, 2001; Lariviere, Sugimoto, & Cro-
nin, 2012; Wagner & Leydesdorff, 2005). 

In general, the majority of scholars using initial-based 
disambiguation have acknowledged the problem of 
misidentifying authors (i.e., merging and splitting of 
identities) when relying on initials for name disambig-
uation. Some have, however, also argued that disambig-
uation approaches do not significantly affect research 
findings. For example, Newman (2001) assumed that 
the numbers of unique authors identified by first initial 
and all initial disambiguation correspond to the lower 
and upper bound of the “true” number of unique au-
thors, respectively. Based on this assumption, he found 
that most of the statistical properties of coauthorship 
networks disambiguated by first and all initial methods 
showed errors or differences of “an order of a few per-
cent.” Many scholars cited Newman’s approach to justify 
their use of initial based disambiguation (e.g. Barabasi et 
al., 2002; Goyal, van der Leij, & Moraga-Gonzalez, 2006; 
Liben-Nowell & Kleinberg, 2007; Milojević, 2010).

One common problem with initial based disam-
biguation in coauthorship network studies is that the 
assumption of the supposedly mild effects of disambig-
uation errors has not been tested against ground-truth 
data. An exception here is the work by Milojević (2013), 
who tested the accuracy of initial based disambigua-
tion on synthetic datasets. However, the accuracy of 
the simulated data against ground-truth data was not 
verified. Overall, the identification of biases and errors 
induced by initial based disambiguation is only possi-
ble if ground truth data is available. Since human-dis-
ambiguated coauthorship data are extremely rare and 
only available on a small scale, scholars have been using 
highly accurate computational solutions as a proxy 
(Fegley & Torvik, 2013; Strotmann & Zhao, 2012). Even 
though the most advanced algorithms cannot guaran-
tee perfect disambiguation (Diesner & Carley, 2009), 
this strategy allows for comparing datasets and results 
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based on initial based disambiguation and computa-
tionally disambiguated datasets. For example, Fegley 
and Torvik (2013) showed that initial based disambigu-
ation can “dramatically” distort identified collaboration 
patterns. They compared two coauthorship networks 
that were generated from the same dataset (9 million 
names in MEDLINE): one network was disambiguat-
ed with advanced algorithms (accuracy of up to 99%) 
and the other by the all initial method. Through this, 
they found that all initial disambiguation estimated the 
number of unique authors as about 2.2 million while 
their algorithmic disambiguation identified almost 3.2 
million unique authors from the same dataset. Strot-
mann and Zhao (2012) disambiguated names in more 
than 2.2 million papers from MEDLINE and found 
that, when disambiguated by the first initial method, 
about fifty of the top 200 most cited scholars are Asian 
authors (such as Wang, J.) who are actually merged 
identities. However, except for the field of biomedicine, 
where Fegley and Torvik (2013) as well as Strotmann 
and Zhao (2012) conducted such studies, we have no 
understanding of the impact of disambiguation strat-
egies and their errors rates on the data and any results 
computed over the data, nor on any policy implications 
made based on these results. 

The herein presented study is in line with the work 
by Fegley and Torvik (2013) and Strotmann and Zhao 
(2012) in that it attempts to estimate the effect of errors 
that are due to initial based disambiguation by compar-
ing coauthorship networks generated from the same 
dataset by using different disambiguation methods. 
Our study differs from prior work in that we consider 
different domains, namely computer science and infor-
mation science. There is a rich body of prior work on 
coauthorship network studies in these fields, and many 
of the papers used the initial based disambiguation 
method (e.g. Fiala, 2012; He, Ding, & Ni, 2011; Rorissa 
& Yuan, 2012). In the following section, we outline the 
characteristics of the dataset and metrics for measuring 
network properties used herein.

3. METHODOLOGY

3.1. Data
We used data from DBLP. The DBLP database is a 

service developed by Dr. Michael Ley at Trier Univer-

sity, Germany (Ley, 2002). Each publication record 
in DBLP includes at least the author’s names as well 
as title and year of publication. DBLP mainly covers 
the field of computer science in a broad sense. This 
includes various key journals from library and infor-
mation science, such as Journal of the American Society 
for Information Science and Technology, Journal of In-
formation Science, Journal of Informetrics, Information 
Society, Library Trends, and Scientometrics. 

DBLP is well known for its high quality citation 
data. This is partially due to the fact that the DBLP 
team has dedicated database management efforts to 
name disambiguation (Ley, 2002, 2009). DBLP uses 
full names as much as possible, which is believed to 
alleviate errors with splitting and merging identities. 
Also, it exploits diverse string matching algorithms 
as well as coauthorship information to assign names 
to the presumably correct author identities. For some 
suspicious cases of split or merged identities, manual 
inspection is employed. Thus, although DBLP inevi-
tably contains errors, it is internationally respected by 
computer scientists and information scientists for its 
accuracy (Franceschet, 2011). Hence, DBLP has been 
used as a data source for more than 400 scientific stud-
ies of name disambiguation, collaboration patterns, 
and data management (Ley, 2009).

As of March 2014, DBLP contained almost 2.5 
million records for journals, proceedings, books and 
reviews. From these, we selected records of journal 
papers because the majority of coauthorship studies 
have focused on journal articles. We retrieved a total 
of 1,076,577 records of papers published in 1,409 
journals, containing 2,812,236 name instances and 
spanning a period from 1936 to the beginning of 
2014. Here, the number of name instances refers to 
the count of all names in the data regardless of du-
plicates. This means that, for example, ‘Linda Smith’ 
may appear three times in the dataset since she has 
published three papers, while the count of the unique 
name is just one. From this dataset, we excluded 
papers with no author name or authored by a single 
author. We made this decision since most of the pre-
vious coauthorship network studies excluded single 
authored papers from analysis. This reduction process 
resulted in 816,643 papers (2,557,898 name instanc-
es). Our selected subset contains 75.9 % of all the 
papers we retrieved and 91.0 % of all name instances 
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included in all the papers we retrieved. This not only 
indicates that coauthoring is the norm in these fields, 
but also further substantiates the need for a precise 
understanding of the impact of disambiguation on 
coauthorship networks. 

3.2. Generating Coauthorship Networks
In a social network, two agents (nodes) are con-

nected by a line (edge) if they interact with each other, 
exchange resources, or share an affiliation or activity 
(Knoke & Yang, 2008). In a coauthorship network, 
which is a special type of social network, two authors 
get linked if they coauthor a publication. To test the 
performance of initial based disambiguation in terms 
of accuracy, we generated three coauthorship net-
works from the same dataset. First, by using the raw 
dataset of 816,643 papers, we constructed a proxy of 
the ground-truth network. Next, we disambiguat-
ed names in the same dataset by using the first and 
all initial disambiguation methods, and generated a 
network from each dataset. We excluded the hybrid 
method from our analysis because it has not been 
frequently used except in one empirical study by Yo-
shikane et al. (2009). For the first and all initial disam-
biguation methods, some preprocessing is required. 
Name instances in DBLP are represented as given 
name plus last name (e.g. Linda Smith). This is in con-
trast to other bibliometrics datasets where an author’s 
name is provided as a last name followed by a given 
name (e.g. Smith, Linda or Smith, L.). To apply name 
initial disambiguation, the last name and given name 
of a name instance should be distinguished from each 
other. This can mostly be done by locating the last 
name part in a name string (e.g., Chang in ‘Alan Chin-
Chen Chang’). The problem is that it is sometimes un-
clear which name part is a last name or a given name. 
For example, in some Spanish-speaking countries, the 
norm is to have two given names and two last names, 
e.g. “Juan Antonio Holgado Terriza,” where the last 
names are “Holgado Terriza.” Again, in most cases, 
this can be dealt with by locating the last name part 
that is indicated by a hyphen (e.g., Sangiovanni-Vicen-
telli in ‘Alberto L. Sangiovanni-Vicentelli’). However, 
some name instances contain no such clue. To deal 
with such cases, we downloaded records of 57,099 pa-
pers published in 99 top journals in computer science 
(including some journals also categorized into infor-

mation science) between 2009 and 2013 using the 
Journal Citation Report 2013 from the Web of Science 
(Thompson Reuters). From 185,518 name instances 
in the last name plus given name format, we extracted 
3,892 unique cases of a last names with two or more 
name parts (e.g., Hernandez del Olmo) and 140 single 
last name prefixes (e.g., ‘das’ or ‘van de’), and applied 
this information to detect last names of about 120,000 
name instances in our dataset.

3.3. Measurements
We selected the following six metrics since they are 

commonly used in coauthorship network studies. We 
used the social network analysis package Pajek (de 
Nooy, Mrvar, & Batagelj, 2011) to compute these met-
rics on our data. 

Productivity: This is measured as the total number of 
papers per unique author. Merged and split identities 
directly impact this metric as they can inflate or deflate 
the number of publications per person.

Number of Coauthors (Degree Centrality): Two 
scholars are connected if they appear as coauthors on a 
paper. The degree centrality (short degree) of an actor 
(node) refers to the number of direct connections that 
he or she has. Here, only the existence of collaboration 
ties between authors is considered (binary ties), while 
the number of co-authored papers (ties weighted by 
frequency) is disregarded. We made this decision to 
resemble common procedure in coauthorship studies 
(Barabasi et al., 2002; Moody, 2004; Newman, 2001). 
In short, the degree of an author represents the num-
ber of her unique collaborators. 

Density: Density measures the proportion of the 
number of actual ties over the number of possible ties 
(excluding self-loops). Network scholars have consid-
ered this measure as an indicator of network cohesion 
(Wasserman & Faust, 1994), although this is contro-
versial (Friedkin, 1981). 

Components: A component is a maximal subgraph 
where any node can reach any other node in one or 
more steps. Scholars typically look at the size of the 
largest component and the number of components, 
which together inform us about the coherence or frag-
mentation of a network (Newman, 2001). 

Shortest Path: The shortest path, also known as the 
geodesics, between two authors is the minimum num-
ber of steps between them. In this study, the average 
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shortest paths of all authors in each dataset (Brandes, 
2008) are reported. Only the lengths of existing paths 
were averaged.

Clustering Coefficient: The clustering coefficient 
measures the average fraction of a person’s coauthors 
who have also published together (Newman, 2001). 
This type of closure can result from three or more 
people being involved in the same paper or in different 
papers. We calculate the clustering coefficient as the 
ratio of the number of triangles over the number of 
triples (Fegley & Torvik, 2013). Here, a triangle is a set 
of three authors who are connected to one another (i.e. 
via three ties), while a triple is a set of three authors 
who are held together by exactly two ties.

Assortativity: This measures the extent to which 
authors collaborate with others who are similar to 
them in terms of degree. In this study, assortativity is 
calculated as “the Pearson correlation coefficient of the 
degrees at either ends of an edge” between any two au-
thors (Newman, 2002).

4. RESULTS

4.1. Number of Unique Authors
The number of identified unique authors from 

DBLP is shown in Table 2. The last column in this ta-
ble shows the reduction in the number of individuals 
– i.e., the effect of collapsing multiple truly distinct au-
thors into clusters of people who happen to share the 
same name – compared against the DBLP data. Here, 
DBLP serves as a proxy for ground truth. Overall, the 
two considered initial based disambiguation methods 
underestimate the number of unique authors by 30% 
(all initial method) to 43% (first initial method). This 
indicates that initial based disambiguation will suggest 
smaller scholarly communities in computer and infor-
mation science than there really are.

Table 2.  Number of Unique Authors per Method 

Number of Unique 
Authors

Change 
(%)

DBLP 775,854 -

All-Initial Method 545,072 -29.75

First-Initial Method 440,981 -43.16

Moreover, our results suggest that the number of 
unique individuals is greater than the upper bound for 
unique authors when the upper bound is computed as 
the largest number of unique authors estimated by the 
all initial method. This finding contradicts prior work 
by some researchers, e.g. Newman (2001), but con-
firms results by others, e.g. Fegley and Torvik (2013). 
The latter reported that the total number of unique 
authors as identified by their algorithmic disambigu-
ation (3.17×106) exceeded the upper bound generated 
by the all initial method (2.18×106, -31.23%). Also, the 
ratio of decrease identified by Fegley and Torvik (2013) 
(-31.23%) is similar to the ratio we found (-29.75%).

4.2. Distributions of Productivity and Number 
of Coauthors 

The underestimation in the number of unique au-
thors indicates that initial based disambiguation merg-
es author identities that should actually be split apart. 
To illustrate the effect of merged (or split) author 
identities on statistical properties, the distributions of 
productivity and number of coauthors (i.e. degree) are 
shown in Figures 1 and 2. For each cumulative log-log 
plot, we show the distributions from all three datasets 
we used: DBLP (red triangles), all initial method (black 
crosses), and first initial method (blue circles).

The curves of the original DBLP dataset show more 
downwards curvature compared to those disambiguat-
ed by initials. This finding means that, for a given value 
(x) of productivity or degree, the proportion of authors 
who have the given value (X = x) or a value above the 
given value (X > x) increases by initial based disam-
biguation for the majority of x values. In other words, 
the blue circle and black cross curves positioned above 
the red triangle curves indicate that the productivity 
and degree distributions are distorted: initial based 
disambiguation methods create merged identities, 
which leads to an inflation of values for productivity 
and degree. This pushes the curves both upwards and 
to the right. Moreover, the curves from both initial 
based disambiguation methods seem to have a lower, 
straighter slope than those from the DBLP data, which 
might be fit by a power-law distribution or Lotka’s Law 
(Barabasi et al., 2002; Huber, 2002; Newman, 2001). 
Fegley and Torvik (2013, Figure 8) came to the same 
conclusion: degree distribution from the algorithmic 
disambiguation shows much more curvature than the 
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one based on all initial based disambiguation. Overall, 
these findings indicate that the average productivity 
and number of collaborators can be distorted by initial 
based disambiguation such that scholars in a target 
dataset are portrayed as more productive and collabo-
rative than they really are.

4.3. Statistical Properties from Network Met-
rics

We report additional statistical properties of the 
three coauthorship networks in Table 3. First, disam-
biguation has a much smaller impact on the number 
of ties than the number of nodes. More precisely, the 
first initial method reduced the number of ties by 

6.03%, and the all initial method by 2.90%. This sug-
gests that merged author nodes typically have distinct 
sets of coauthors. If two merged author identities 
have coauthors that are also merged due to name 
ambiguity, then the ties between each author and co-
author would also be merged, leading to the decrease 
of ties.

Using initial based disambiguation leads to meth-
od-induced increases in network density, average 
productivity, degree, and the size of the largest com-
ponent. These increases are expected as they are log-
ical consequences of merging actually distinct people 
into collective persona. This procedure causes a 
higher number of publications and collaborators per 
node and a reduction in the total number of unique 
authors. When using the all initial method and first 
initial method, respectively, density doubled and tri-
pled, degree increased by over a third to two thirds, 
and productivity went up by 43% to 75% – all due to 
data pre-processing decisions instead of any change 
in underlying social behavior. 

At the same time, we observe inaccurate decreases 
in the average shortest path length, clustering co-
efficients (a.k.a. transitivity), assortativity, and the 
number of components due to using initial based 
disambiguation. The clustering coefficient is mea-
sured as the fraction of triangles (3 nodes with 3 ties 
between them) over the number of triples connected 
with exactly two ties. When using initial based dis-
ambiguation, the merging of author identities leads 
to a stronger increase in the number of connected 
triples (denominator) than the number of triangles 
(numerator), which again is an expected mathemat-
ical consequence. Overall, networks generated with 
initial based disambiguation are more coherent and 
interconnected than the underlying true network is, 
and individual authors appear to be more productive 
and more strongly embedded than they actually are. 

Our findings are consistent with those of Fegley 
and Torvik (2013) and Velden, Haque, and Lagoze 
(2011). We also find that the numerical differences 
between the coauthorship network generated from 
a reasonable proxy for ground truth versus the net-
works generated from the same data after pre-pro-
cessing it with initial based disambiguation methods 
exceed “the order of a few percent” (Newman 2001).

Fig. 1  Cumulative log-log plot of productivity distribution

Fig. 2  Cumulative log-log plot of degree distribution
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Table 3.  Overview of Statistical Properties of Networks per Method 

DBLP All-Initial Method First-Initial Method

No. of Ties 2,660,700 2,583,615 2,500,186

Density 8.84E-06 1.73E-05 2.57E-05

Avg. Productivity
(SD)

3.30
(7.33)

4.69
(21.23)

5.80
(34.55)

Avg. Degree
(SD)

6.86
(11.53)

9.48
(30.33)

11.34
(41.22)

No. of Components
(Ratio of Largest Component Size)

38,008
(84.66%)

16,206
(91.82%)

9,012
(94.68%)

Avg. Shortest Path
(Path of Most Distant Nodes)

6.56
(25)

5.18
(18)

4.74
(15)

Clustering Coefficient 0.274 0.105 0.096

Assortativity 0.170 0.106 0.094

5. CONCLUSION AND DISCUSSION

This paper attempts to estimate the impact of initial 
based disambiguation on coauthorship networks. 
We disambiguated the DBLP dataset of 0.8 million 
journal papers by first and all initial methods and 
compared typically used statistical properties of the 
resulting networks against each other and to a proxy 
for ground truth data. We conclude that initial based 
disambiguation can lead to distorted findings and 
inaccurate representations of scientific collaborations. 
When using initial based disambiguation, authors 
become embedded in ties for which there is no em-
pirical support, which leads to increases in people’s 
spheres of influence and diversity of involvement. As 
more authors get integrated into larger components, 
some of them seem to serve as bridges connecting 
previously disjoint (groups of) authors and to provide 
shortcuts for connecting people. Overall, initial based 
disambiguation suggests more cohesive networks and 
more prolific and integrated authors than actually 
exist. These are wrongfully induced consequences of 
data pre-processing choices with potentially strong 
implications for our understanding and modeling of 
the patterns and dynamics of scientific collation. 

For a selected set of network properties, we showed 
an overall decrease in network analytical values due 
to initial based disambiguation. More specifically, this 
applies to the number of unique authors and collab-

oration ties, average shortest path length, clustering 
coefficient, assortativity, and the number of compo-
nents. Other measures increased: network density, 
author’s productivity and degree, and the size of the 
largest component. In summary, these effects imply 
that initial based disambiguation produces coauthor-
ship networks that are smaller and less fragmented 
than the true underlying network is, and represents 
those networks as ones where people can reach each 
other more efficiently, are more productive, and have 
a larger and more diverse set of collaborators. 

This study is not without limitations. The findings 
involve some domain-specificity as our data originate 
mainly from a specific dataset from computer science 
and information science. Additional studies on other 
fields are needed to generalize these conclusions. Sec-
ond, it is unknown how the distortive effects of initial 
based disambiguation impact smaller datasets. As 
name ambiguity increases with the size of the dataset 
(Fegley & Torvik, 2013), one may expect that in a 
small scale coauthorship network initial based dis-
ambiguation is less detrimental than when applied to 
larger datasets. As far as we know, our study used the 
second largest coauthorship network for measuring 
the impact of initial based disambiguation follow-
ing Fegley and Torvik (2013). Third, this study lacks 
detailed explanation of what factors affect the errors 
of authorship identification by initial based disam-
biguation. For example, scholars have suggested that 
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Asian names, especially Chinese, Japanese, and Korean 
names, contribute more to name ambiguity in author-
ship identification as they are known to share com-
mon last names (Strotmann & Zhao, 2012; Torvik & 
Smalheiser, 2009). In our study, the majority of the top 
100 names that appear frequently when initial based 
disambiguation applied were Asian names such as 
Kim, Lee, Zhang, and Wang. The extent to which these 
ambiguous names cause authorship misidentification 
may provide a deeper understanding of disambiguation 
issues. The outlined limitations are topics of our future 
research. 

The main takeaway from this study is that initial 
based disambiguation can underestimate the number of 
authors and connections mainly through merging, and, 
therefore, can distort macroscopic views of the patterns 
and evolution of collaboration. This implies that coau-
thorship network research, especially when done based 
on large scale data, should pay more attention to name 
ambiguity, and any findings should be treated with cau-
tion when names are not properly disambiguated.
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