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Analytical model for mean web object transfer latency estimation
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Abstract This paper aims to present the mathematical model to find the mean web object transfer latency
in the slow-start phase of TCP congestion control mechanism, which is one of the main control techniques
of Internet. Mean latency is an important service quality measure of end-user in the network. The application
area of the proposed latency model is the narrowband environment including multi-hop wireless network and
Internet of Things(IoT), where packet loss occurs in the slow-start phase only due to small window. The model
finds the latency considering initial window size and the packet loss rate. Our model shows that for a given
packet loss rate, round trip time and initial window size mainly affect the mean web object transfer latency.
The proposed model can be applied to estimate the mean response time that end user requires in the IoT

service applications.
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1. INTRODUCTION transmission rate of link as well as by TCP congestion

control mechanism. The common functions of

The web object transfer latency affects end-end congestion  control  mechanism  are  slow-start

delay. Typically, object transfer latency is affected by congestion avoidance, timeout, and fast retransmission(1].

data size and transmission time according to
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Padhye[2]
transmission on steady state over TCP. Most of TCP

considered large amount of data
connections for HTTP data transmission, however, are
short for small amount of data instead of large one in
current internet environment. Connection setup or
slow-start time dominates the performance of web in
Noticing  this
Cardwell[3] extended the above steady state model but
he did not consider delay of TCP after time-out.
Jiong[3] enhanced the model of [4] considering

slow-start time after timeout of retransmission.

this  environment. phenomenon,

However, since the above models assumed wideband
network, they are not able to be applied to the
narrowband network environment, which this paper
considers.  Narrowband  environments  including
multi-hop wireless network does not allow fast
retransmission of data due to the very small size of
window([5]. In this paper, we assume the multiple
packet losses loss occurs in the slow-start phase only
due to small window. Lee[6,7] proposed the web object
latency model for the narrowband network. However
they did not present the detailed procedure. This paper
extends our previous work[7].

The estimated mean object latency in this paper can be

used as a benchmark for the IoT service design.

2. MODELING FOR MEAN OBJECT
TRANSFER LATENCY

We assume that sizes of web objects are identical
and received packets are transmitted in an upper layer
in terms of window unit. Let the size of an object to
transfer be Bytes and sender maximum segment
size(SMSS) sgmit bytes, then the number of packets to
transfer for an object is N=[ &/sgmt]. When the
probability of a packet loss is p, the expected number
of total packet loss is a= [np]in terms of binomial
distribution.

Any packet loss occurs during either slow start or

congestion avoidance period. We can identify the

packet loss period by comparing, for any k™(k=12.. a)
packet loss, the possible number of packets(Ay,
k=12..@) to transmit until the threshold(THy, k=1,2,..a)
at which congestion avoidance starts.

For the data to be transmitted before k™ packet loss,
NNi=N for k=1), the expected number of packets
sent(Xi: k=1,2,...@ including the lost packet until the
packet loss is given by Equation (1).

N,
1=A=p) ™y M

The initial value of congestion window(wnd) is
suggested as 2xsgmt, 3xsgmt, and 4xsgmt{1]. Initial
slow start threshold(TH,) is set arbitrarily high and
THj are set to

TH, = maz FlightSize 9

5 X sgmt @)

Here, FlightSize represents the amount of data that
has been sent but not yet cumulatively acknowledged.
In our paper, we set FlightSize to cwnd by considering
worst case.

Axk=12,...a) is the number of packets sent until 7TH;.
The packets are transmitted in the manner wnd, 2xwnd,
<. (wnd=2,34) for k=1 and wndxl1,
(wnd=1) for k=2
exponentially, respectively. Therefore, Ak is given by
Equation (3).

[logy TH+1]
2
A, —{2 [logy THy+11]

dxwnd, 8xwnd,

wndx2, wndx4, wndx8, -,

UTH=Y
—wnd+ TH, ifTH, =2
Now, we can determine where KD packet loss occurs.
That is, if Xx<Ai packet is lost during slow start
period.
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3. MEAN OBJECT TRANSFER LATENCY
DURING SLOW-START PHASE

Generally,
completely send the object. Generally n can be

we need n windows in order to

expressed in terms of the transmission data amount(2)

and initial window size(wnd).

n=min{k: wndx (2°42'+-+25"1) > 7} ()

Z
10g2(1+m) “

Because X is sent until k™ packet loss, the window

number(ry) which includes X is given by Equation (5).

log, (1 il
089 +m“ (5)

n;, =

wnd=2,3,4 fork=1, wnd=1fork=>2

Congestion window size corresponding to the window

number, 7 is given by Equation (6).
TH, =wndx (2" —1) ©)

wnd=2,3,4 fork=1, wnd=1fork=> 2
The maximum number of packets sent until nt

window is given by Equation (7).

n,—1

2

j=0

B, =wndX =wndx (2™ —1) 7

wnd=2,3,4 fork=1, wnd=1fork=> 2

By considering wnd, we can extend the number of
server stalls when the object contains an infinite
number of segments like as Equation (8).

m = mam{k: sgmt +rtt— sgmi
I 1Y

X wnd X 2871 > 0}

wXrtt
sgmt

= {logZ(l—O— ) J +1—log,wnd

®

Therefore, given the transmission data amount (Y) and

wnd, slow start time is given by Equation (9).

sgmt sgmt
1

ST(Y) = p(rtt+ ) —wndx (2" —1)

p:min(m,n—l)

9

Here, 17 and rtt represent the link bandwidth and round
trip time between sender and receiver respectively.
Now we consider the transmission(Y), retransmission,
and the remained data amount(N-1) for transfer before
the next packet loss when multiple packet losses occur
in one window at k" packet loss. It is clear that X;<
A8 X<Ni, and Xi<Bi from Equation (2), (3), and
).

Therefore, web object transfer time when the Ko packet
loss occurs during slow start period is sum of slow
Y, and

retransmission timeout and given by Equation (10).

start time of Y, transmission time of

X
OTI:I(MU:ST(Y')_F Y ngt

+R (10)
Retransmission timeout([%;,) is mostly given by 3/2xrtt
Jbut this value can be adjusted. At the next step, we
compute X+ in Equation (1) by using Nka given in

Table. New THj.1 is given by Equation (11).

71,
2

Tf[;,+1:n1ax( , 2><sgmt) k=2,3,---,a (11)
In addition, upon a timeout cwnd must be set the loss
window, which equals to one full size segment(SMSS).
That is, wnd must be set to 1xsgmt in Equations (1)~
).

4, CONCLUSIONS

In this paper, we present the iterative model to find
in the

narrowband environment such as multi-hop wireless

the mean web object transfer latency
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network. Our work assumes that packet loss occurs in
the slow-start phase of TCP congestion control
mechanism. The model iteratively finds the latency
based on the packet loss rate and the number of
packets to be transmitted. It also considers the initial
value of congestion window and multiple packet losses
in one window. Our model can be applied to determine
the web object size to satisfy end user's target
response time in the IoT application. Future works
include more elaborate model in multiple users

environment.
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