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ON A CONDITION OF OSCILLATORY OF
3-ORDER DIFFERENTIAL EQUATION

IN Goo CHo

1. Introduction

We consider the linear differential equations

y" '+ P(z)y' + Qz)y =0 1)

1" + P(2)y) — Q(z)y =0 (2)

Where (2) in the adjoint of (1) and P(z), Q(z) are continuous functions satisfying
P(z) >0, Q(z) <0, P(z) — Q(z) 20 on [a,a). (3)

In this, we show that a condition a oscillatory of(1).

Definition 1.1. Let y(z) be a solution of (1) Then y(z) is said to be oscillatory
if the set of zeros of y(z) is not bounded above. And the solution y(z) is non-
oscillatory if it is not oscillatory. The equation (1) is oscillatory if it has at least
one oscillatory solution.

I all solutions of (1) are non-oscillatory, then(1) is said to be non-oscillatory.

Definition 1.2, A third orde r linear differential equation is said to be disconjugato
on [a, ) if no nontrivial solution has three zeros on [a, «).

Definition 1.3. Let ¢ be any point on [a, ) and let Ui(z,¢), i = 1,2 be the pair
of solutions determined by the initial conditions
Ui(z,c) :y(c) =0, ¢'(c)=1, y"(c)=0
Us(z,c): y(e) =0, y'(c)=0, y"(c)=1
Ua(z,c) and Uy(z, c) are called first and second principal solutions, nespectively
at r =c.
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Definition 1.4. Let Dy(y) = y” + P(z)y. The first and second principal solutions
U3(z, c¢) and Uf(z,c) of(2) at = = ¢, ¢ € [a, 0) and determined by the initial
conditions:

Uf(z,c):2(c) =0, 2'(¢)=1, D2z(c)=0

Us(z,c):2(c) =0, 2'(c)=0, Dsz(c)=1.

The Wronskian of any two solutions of (1) is a solution of (2) and the converse

holds. Thus

Us(z,c) : Ur(z, c)Us(z, c) = Ua(z, c)Ui(z,c)

Uz(z,c) : U (z, c)Us*(z,c) — U (z, c)Ui*(z, c)
differentiatiry these identities yields

Ui (z,c): Ui(z, )Uy (z,c) ~ Uz(z, c)Uy (z,c)

DyU3(z, c) : Ui(z,c)Uy (z,¢) — Us(z, c)Uy'(z, )

2. Preliminaries

Lemma 2.1 [1. Theorem 6)]. The differential equation (1) is dis conjugato on
le, 9), a < ¢, iff there exists a pair of functions y(z) and z(z) such that

(a) y(c) =2(c) =0

(b) y(z) > 0 and 2(z) > 0 on (¢, 6)

(¢) Ls(y(z)) < 0 and L3(2(z)) < 0 on [c, 6)

Lemma 2.2 [1. lemma 1]. For each ¢ > a, 7i;(t) = 7};(2).

Where, the number v;;(t) (3 < ¢+ 35 < 4, 3, j are positive integer) is the least
upper bound of the set of b such that there is a ¢ € [¢,b) with the property that
there exists a solution of (1) with a zero of multiplicity at least ¢ at ¢ and a zero of
multiplicity at least j at b. The number v;(b) is defined same method for (2).

As a consequence of Lemma 2.1 and 2.2 we have

Lemma 2.3. The differential equation (1) is disconjugate on [¢, 8), ¢ > a, if and
only if Us(z,¢), Uj(z,c) are the first principal solutions of (1) and (2) respectively,
at r =c.

3. Main theorems
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We begin by estblishing a disconjugacy criterion for (1) under (3).

Lemma 3.1. If (1) is disconjugate and its coefficients satisfy(3) then DU (z,c) >
Oon [e, 8), c€ [a, 6).

Proof. Since (1) is disconjugate on [a, ), we have Uz(z,¢) > 0 and Uj(z,c) > 0 on
[¢, ) by Lemma 2.3.

Suppose DyUs(z,¢) = U3'"(z,c) + P(z)Uj(z,c) has a zero at 2 = t;, t; €
(c.6). Then Uy'"(z,c) < 0 on [t;, 6). Now p(z) > 0 implies Uy"(z,¢) < 0 on
[t1, 6). Thus, Uy(z, c) is decreasing on (¢, ), Suppose Uy (z,¢) > 0 on [t1, 6),Since
(U3"(2,¢) + P(2)U3'(2, ) + (¢'(2) — Q(&))U3 (2, ©) = 0, we have U3" (2, <) < 0 on
(t1, 6) which implies u}'(z, ¢) is eventually negative, contradicting our assumption.

Therefore there exists 5 such that Us'(z,¢) < 0 on (¢3, 6).

Now U3'"(z,c¢) < 0 and Uj'(z,c) < 0 on (2, §) implies Uj(z,c) is eventu-
ally negative, which contradicts the fact that Us(z,c¢) > 0 on (¢, 8). Therefore
Us"(z,c) + P(z)Uj(z,¢) >0 on [c, 6).

Lemma 3.2, If (1) is disconjugate and its cocfficients satisfy (3) then Uy(z,c) > 0
on (c, 6), c€ [a, 6).

Proof. Suppose Uj(z, c) has a zero and let = t; be the first such zero, and Uj(z, c)
has a secon zero at z = t,.

From the identity U}(z,c) in defimition 1.4 we have Uj(t2,c) < 0.
Let’s define A;(z) = 2}—%3——’6% on (t1,t2) then

U,(x,c
lim A (z) = 0 on (t1,t2) and
Ny (2) = e
and by Lemma 3.1, A{(z) < 0 on (¢1,t2), yieldiny a contradiction.

Therefore, if Uj(z,c) has a zero at z = t;, then Uj(z,c) < 0 on (t;, o). By
Rolle’s theorem, Uj'(z,c) has a zero at ¢ = s; (81 € (c,t1)) and Uj(z,c) < 0 at
z = t;. Since U} '(z,¢) = —p(z)Uj(z,¢) — Q(z)Uz(z,c) > 0 on (t1, 00), it follows
that UJ/(z, ¢) is increasing on (t;, 00).

If U)(z,c) < 0on (t;, 00), then Us(z,c) is eventually negative, it’s a contradic-
tion. Therefore, U/ (z, c) must have a second zero at z = s With U}/ (z,¢) > 0 on
(s2, 00). But U} '(z,¢) = —p(z)Uj(z,c) — Q(x)Uz(z,c) > 0 and Uy'(z,c) > 0 on
(82, o) implies Uj(z, ) is eventually positive, contradicting our result above.

Hence Uj(z,¢) > 0 on (¢, o0).



38 IN GOO CHO

Lemma 3.3 [7, Theorem 1.2, p5]. Let (y(z)y') + ¢(z)y = 0 be disconjugate on
[a, oo) If

e ,Y(z)d:v = 00, g(z) > 0 with g(z) # 0 for lasge z, and y(z) is any non-trivial
solution of (y(z)y')' — g(z)y = 0 with y(a) = 0, then y(z)y'(z) > 0 on (a, o).

Lemma 3.4. If (1) is disconjugate on [¢, 0o0) and its coefficients satisfy (3), then

D,Uy(z,¢c) > 1, Uy'(z,c) > 0, U3"(z,¢) > 0 and U3" '(z,¢) < 0 on (¢, o0),
c € [a, o0).

Proof. since Uy(z, c) is a solution of (1), we have

Ul '(z,c)+ P(z)Uj(z, ¢)+Q(z)Uz(z, c) = 0 and integrating form c to = we obtain
U(z,¢) + p(z)Us(z,c) — 1 = [Z(p(t) — Q(t)U2(%, c)dt = 0. Thus

Ui (z,c) + p(z)Ua(z,¢) 2 1 on [¢, 00). Suppose Uy'(z,c) has a first zero at s;
and a second zero at s2. The identity

Us(z,c) = Uy (z, c)Us'(z,¢) — U (z,c)U(x, c) implis Us'(s2,¢) < 0. Define

U*I
Al(z) = UL,E:U c; on (s1,s2). Then
hm Al(z) = oo on(sy, s2). And
. D,U;(z, ¢)
)\1,(.’1,') = m <0 on (31,82),

which is a contradiction.
Thus U}’ < 0 on (s1, o). Using the Lagrange Identity, U;(z,¢), Uf(z,c) are
solutions of

Us(=, C)y” - Ué(xac)y’ + DUz (z,c)y =0 (4)
Also U3 (z,¢), Uy (z,c) are solutions of (2)

v+ (Pe)y +(P'(z) - Qz))y = 0.

Elimination the y-term from (4) and (2), we have

(D2Uz(z,c))y" ' — (p'(z) — Q(2))Ua(z, c)y"
+ {(P(2)DyUs(z, c) + (P'(z) — Q(z))Us(z,c)}y’ = 0.



ON A CONDITION OF OSCILLATORY OF 3-ORDER DIFFERENTIAL EQUATION 39
Which can be written

wi_ @) = Q@)Va(z,0) v, P@)Drla(z,0) + (P (2) — Q2))V5(2,0)
v D,Uy(z, ¢) DyUs(z,¢)

=0,

since D,Uz(z,¢) > 1. Let z = U3'(z,c). Then z is a solution of

1 (@)= Q@)(a,0) ,  p@)Dala(z, ) + (P(e) = QL0 _ o (o
DaUs(z,¢) D,Us(z,¢) )

z P(t)-Q(¢
Letting y(z) = e 7« %dt >0

and multipling (5) by v(z), yilds

(1(2)y') +(z)E p(z)DyUs(z, C)J;I(J'I;((j)c) Q(z))U (=, c) ©

By Lemma 2.2, we have

p@)D:Ui(z,0) + (¢ () ~ Q@)U(z0) _ o
DyUs(z, )

and by over result above, U}'(z,c) < 0 on (s1, 00).
Thus (6) is disconjugate on (1, 0o). Now,

oo 0z p'(1)-Qt
/ y(z) ldz = / elS Bt 4y = o0 and 2(s1) = 0.
5 S

Therefore Lemma 3.3., 2(z) - 2’(z) > 0 on (s1, o) and we have z'(z) < 0 on
(31, OO)

But z'(z) = Uy"(z,¢) < 0 and U3'(z,¢) < 0 on (s1, oo) implies Uz (z,c) is
evertually negative, contradicting the fact that Uj(z,¢) > 0 on (¢, oo). Finally

Uz" '(z,¢) + p(2)U3'(z,¢) + (P'(z) - Q))U3 (z,¢) = 0

implies U3" '(z,¢) < 0.
By the above lemmas we have following theorem.
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Theorem 3.1. If (1) is disconjugate and its coefficients satisfy (3) then
Us(z,c) >0, Uy(z,c) >0, Uy'(z,¢c) >0, u3"(z,c) >0,
D2U2($’ c) = Ué'(IL‘,C) +p(x)U2("1"’C) 21, D‘ZU;(.T,C) 20

and U3" '(z,c) < 0 on (¢, oo) for each ¢ € [a, o),
To make a condition for the oscillation of (1), we need following.

Definition 3.1. Equation (1) is said to be strongly oscillatory if every solution of
(1) is oscillatory.

Definition 3.2. If (1) has a non-trivial solution with three zeros on [t, ), t €
[@, 00), then the first conjugate point 7;(t) of £ =t is defined by

nl(t) =inf:1:3;t S I S T2 S Z3, y(m,) = Oa Z= 112’3a Yy ?é 01 L3(y) = 0

Lemma 3.5 [3. theorem 3.28]. If each of (1) and (2) is nonoscillatory, then (1)
is disconjugate for large z.

Lemma 3.6 [6. theorem 3.3]. If 2Q(z) — p'(z) < 0 and not identically zero in
any interval then y”' + p(z)y' + Q(z)y = 0 has a solution U(z) for which

F(U(z)) = U'(z)? - 2U(2)U"(z) — P(2)U%(z)
= FU(a)] + / (24(t) — 7 (£)) U2 (8)dt

is always negative. Consequently U(z) is nonoscillatory.

Theorem 3.2. If the coefficients of (1) satisfyk (3) and n1(t) < oo for each ¢ €
[a, infty), then (1) is oscillatory.

Proof. Assume (1) is non-oscillatory on [a, co0). If (2) is nonoscillatory, then by
Lemma 2.5 (1) is disconjugate for large z, which is contradiction to our hypotheses.
Therefore (2) is oscillatory. Consider

2) ¥ +pe)y + (P'(z) - Qx))y =0, p(z) 2 0, p'(z) — Q(z) > 0 and

2(p'(z) — Q(z)) — P'(z) = p'(z) — 2Q(z) 2 p'(=) — Q(2) [a, o).

Thus using a result of Lemma 3.6., (2) has a nonoscillatory solution which con-
tradicts (2) being strongly oscillatory.

Therefore (1) is oscillatory.
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